RPM and Doppler-based multi-path exploitation method for UWB TWR
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Abstract: Through-the-wall radar (TWR) with ultra-wideband (UWB) signals is a promising technology for three-dimensional monitoring systems used for rescue and security applications. To develop a suitable imaging algorithm to deal with UWB radar data, the range points migration (RPM) method was enhanced for the TWR observation model. However, there are some problems in the actual application because multiple reflection signals from the walls or targets produce a ghost image. This research extends the RPM-based TWR imaging method to convert a ghost image to an accurate one by exploiting the double-bounced signals discriminated by the Doppler velocity. Such discrimination can be achieved by prior estimations for the motion and location of the target provided by the Doppler-associated RPM algorithm. The finite-difference time-domain-based numerical simulation, with the assumption of multiple surrounding walls, demonstrated that the authors proposed method produced an accurate object by converting a ghost image to an actual image.

1 Introduction

Through-the-wall radar (TWR) is a promising technology for various sensing applications such as the detection of human bodies buried under collapsed walls and furniture in rescue scenarios and the discovery of hostages or determination of the number of terrorists involved in crime scenes. Ultra-wideband (UWB) radar has several definitive advantages such as a high range resolution and sufficient penetration depth in the concrete wall. There are many studies that have investigated TWR imaging algorithms such as synthetic aperture radar [1], time-reversal approaches [2], wave equation inversion [3] or compressed sensing-based algorithms [4]. However, in the actual TWR scenario, the multipath scattering components among walls and targets should be considered, as this can produce ghost images, and there are some studies for suppression of ghost images [5, 6]. To address this problem, there have been intensive studies that have exploited multipath reflections to enhance spatial resolution and suppress ghost-image production [7, 8]. However, these methods are usually based on the assumption that a target constitutes an aggregation of point-wise targets, and these methods do not consider the motion of the scattering centre based on the sensor location. This motion causes inaccuracy in continuous boundary-shaped reconstruction such as for an ellipse. In addition, the conventional delay and sum (DAS) method require an expensive computation to obtain a full three-dimensional (3D) image, due to waveform-based integration in all possible regions.

A promising alternative approach, the range points migration (RPM) method, has been developed. Its effectiveness was validated using various observation models, where each observed RP (RP; a set of antenna locations and the measured range) is accurately converted to the corresponding scattered centre on the target boundary with a Gaussian-kernel-based direction-of-arrival (DOA) estimation. Several studies performed till date demonstrate the effectiveness of this method in terms of computational cost, accuracy and spatial resolution [9–11]. Furthermore, there are some extensions of RPM to the TWR imaging scenario [12], which are called TWR-based RPM (TW-RPM). However, the original TW-RPM suffers from ghost-image generation produced by multiple reflections between walls and objects.

A group led by Amin developed several promising studies that investigated multipath exploitation in TWR applications [13]. These studies examined how multipath reflection signals were focused by the DAS approach using prior knowledge of the wall arrangement. In this way, the energy of ghost images is effectively converted to the actual target location. Furthermore, compressive sensing (CS) multipath exploitation has been developed by the same group. CS multipath exploitation has the benefit of less data acquisition and enhanced resolution [14]. Other groups have developed an algorithm to determine the position of sidewalls via CS multipath exploitation [15], and an inverse scattering approach multipath exploitation to enhance the resolution [16]. Although the above methods are suitable for point-shaped scatter reconstruction, in the case of continuously shaped objects they could suffer from inaccuracy of shape reconstruction because the methods do not consider the physical basis that determines the scattering-centre location of the target as the scattering centre moves along the boundary according to the sensor location. As another approach for multiple-scattering exploitation, methods have been developed for dealing with shadow-region imaging for complex shapes or multiple targets without prior knowledge of the target shape, which is based on the DAS approach [17] or the RPM [18]. However, these algorithms require the strong assumption that either scattering centre of the double-bounced reflection should be reconstructed as an initial assumption, which is obtained by the single-scattering-based imaging method. This reconstruction requires a complicated process when dealing with a double-bounced signal.

The present study proposes a TW-RPM-based imaging method that incorporates double-bounced reflections, which are the most dominant reflections compared with other higher-order multipath reflections indicated by Doppler velocities. Using prior knowledge of the surrounding wall geometry (not target location or motion), the discrimination between direct- and double-bounced signals offers the potential to not only suppress a ghost image but to expand the reconstruction area of the target boundary. For the above discrimination, this paper introduces a Doppler–velocity-based discrimination that relies on the well-established assumption that direct- and double-bounced signals have different incident angles with different Doppler velocities. The above Doppler-based discrimination method is achieved through a priori estimation of the motion and location of the target, achieved by quantifying the temporal difference between the target boundary points sequentially reconstructed via the original TW-RPM. Note that, the
proposed method does not only suppress the false image due to multiple scattering but also revive the multiple-scattering data to enhance the RPM imaging. In addition, the strong signal from a wall can be efficiently suppressed by eliminating zero–Doppler components. This method is also applicable to multiple objects by clustering the TW-RPM image in each snapshot and the grouping of different time images that have similar Doppler velocities. Furthermore, since reflection points corresponding to double-difference time-domain (FDTD)-based numerical simulations enhance the RPM imaging. In addition, the strong signal from a wall can be efficiently suppressed by eliminating zero–Doppler components. This method is also applicable to multiple objects by clustering the TW-RPM image in each snapshot and the grouping of different time images that have similar Doppler velocities.

2 Observation model and RP extraction

Fig. 1a shows the observation model assumed for the typical TW imaging situation. It assumes that the kth target with an arbitrary boundary shape has a motion vector \( \mathbf{v}_r \), which is a constant in the data acquisition sequence. Omni-directional antennas form linear array antennas in a straight line. For real-time tracking of targets and a simple hardware configuration, we assume single-input and multiple-output (SIMO) radar. Then, one transmitting antenna and multiple receiving antennas are used. The locations of the transmitting and receiving antennas are denoted as \( L_T = (X_T, 0) \) and \( L_R = (X_R, 0) \), respectively. We assumed an impulse–Doppler radar system. In each observation sequence, a pulse (e.g. Gaussian derivative forms) is repeatedly transmitted from the transmitter with a fixed pulse-repetition interval (PRI) and its time-series response is simultaneously recorded at the receivers. Here, \( \lambda \) is defined as the wavelength corresponding to the centre frequency of a transmitted pulse. The observation model assumes one front wall and two side walls. One rectangular wall is located in front of and parallel to the observation area (referred to as the front wall) and the others are located along the \( \gamma \)-axis (referred to as the side wall). Each of the walls comprises low-lossy and homogenous media with known relative permittivity \( \epsilon_r \) and thickness \( d_w \).

For each combination of \( L_T \) and \( L_R \), the recorded signal is denoted as \( s(L_T, L_R, t, \tau) \), where \( t \) denotes a fast time and \( \tau \) denotes a slow time sampled by the PRI. \( s(L_T, L_R, t, \tau) \) is calculated as

\[
s(L_T, L_R, t, \tau) = \int_{-\infty}^{\infty} W(\omega)S'(L_T, L_R, \omega, \tau)e^{j\omega t}d\omega, \tag{1}
\]

where \( S'(L_T, L_R, \omega, \tau) \) is the form of Fourier transform of \( s(L_T, L_R, t, \tau) \) as to \( \tau \). Note that in a typical radar observation model, the received signal \( s(L_T, L_R, t, \tau) \) is expressed as a convolution of the reference signal, \( s_{sl}(t) \) and the object function (usually expressed as a linear mixture of delta functions) with additive noise \( n(t) \). To achieve a higher range resolution in reconstructing the object function (range profile), the filter \( W(\omega) \) is introduced as

\[
W(\omega) = \frac{S_{sl}(\omega)^*}{(1 - \eta)S_{sl} + \eta|S_{sl}(\omega)|^2}S_{sl}, \tag{2}
\]

where \( \eta = 1/(1 + (\mathcal{S}/N)^2) \). \( S_{sl}(\omega) \) is the reference signal in the frequency domain, that is, a complex conjugate of the transmitted signal. \( S_{sl} \) is a constant for dimensional consistency. \( W(\omega) \) in (2) is the best estimator for the transfer function in a least-square sense in the presence of noise, derived from the Wiener filter [19, 20]. Note that, since we need to deal with multiple reflection signals from multiple objects, it is quite difficult to determine the optimal \( \eta \); therefore, an appropriate \( \eta \) is determined empirically.

\[
s(L_T, L_R, t, \tau) \text{ is converted to } s(L_T, L_R, R', \tau), \text{ using } R' = ct/2 \text{ with the radio wave speed } c. \text{ Then, the range–Doppler signals, denoted as } S(L_T, L_R, R', V_D) \text{ is obtained through the 1D Fourier transformation of } s(L_T, L_R, R', \tau) \text{ to } R. \text{ The RP is denoted as } q \equiv (L_T, L_R, R, V_D)^T, \text{ which is extracted from the local maxima of } S(L_T, L_R, R', V_D) \text{ as shown in }
\]

\[
\frac{\partial^2 S(L_T, L_R, R', V_D)}{\partial R \partial V_D} = 0
\]

\[
S(L_T, L_R, R', V_D) \geq \alpha \max_{R', V_D} S(L_T, L_R, R', V_D) \quad \text{if } V_D \neq 0,
\tag{3}
\]

where the threshold parameter \( \alpha \geq 0 \) is empirically determined. Note that, the second derivative in (3) is processed by a finite differential operation. In addition, since higher-frequency noise components can be suppressed by noise reduction filtering (e.g. matched filtering), the above differential response could be calculated without much divergence, and the extraction of the local maximum offers the desired RP.

Fig. 1b shows an example of the range–Doppler signal and the extraction of the RPs, where a one-sided wall and two targets with different velocities are assumed. The RPM-based method assumes that each RP is assigned to a scattering centre on the target boundary, and the conversion of the RPs to the target boundary points is regarded as the imaging process.

3 Original TW-RPM method

This section provides a brief explanation of the original TW-RPM method to aid in understanding the proposed method, which is presented in the following section. Note that the original TW-RPM method only assumed the mono-static observation model. We first describe the methodology of the TW-RPM method using the mono-static model assumption. In this case, the transmitting and
receiving antennas were located at the same position and were denoted simply as $L = L_T = L_R$. For each extracted RP $q_i \equiv (L_i, L_r, R, \tau)$, where the subscript $i$ denotes the index number, the propagation path from the antenna to the target through the wall can be derived using Snell’s law. Fig. 2a shows the assumed propagation paths from two different locations in the scanning model. Here, we define the candidate curve as the orbit of the end point of the propagation path from the antenna $L$, determined for each range $R$ by the front wall boundary location with thickness $d_w$ and relative permittivity $\varepsilon_w$. Although we can directly measure the range $R$ (representing the distance from the antenna to target boundary), the DOA could not be determined using the single antenna observation. Such ambiguity is expressed as a candidate curve, on which the actual scattering centre might exist. The discretised point on the candidate curve (denoted by the broken line in Fig. 2) for the target boundary, $p_m^{\text{end}}(q_i)$, is expressed using each incident point (discretely sampled) on the front wall boundary

$$p_m^{\text{end}}(q_i) = (L_{i.m} + L_{o.m})e_m + \frac{L_{c.m}e_w}{\sqrt{\varepsilon_w}}$$  \hspace{1cm} (4)

where $m$ is the discretised index (denoted by natural number) of the incident point of the front–side wall. $L_{i.m}$, $L_{o.m}$ and $L_{c.m}$ denote the propagation lengths as shown in Fig. 2, and $e_m$ and $e_w$ are denoted as the propagating unit vector outside and inside wall, respectively, which are obtained by $d_w$ and $\varepsilon_w$ under the Snell’s law. Note that, since the scattering-centre point on the target boundary could change with reference to the antenna locations $L_i$ and $L_j$, the candidate curve should be different in terms of $q_i$ and $q_j$ as shown in Fig. 2. Here, the intersection point denoted as point $p_m^{\text{int}}$ between the two different candidate curves determined by $q_i$ and $q_j$ is approximately calculated using each discretised point on the candidate curve as

$$p_m^{\text{int}}(q_i) \equiv p_m^{\text{end}}(q_i),$$ \hspace{1cm} (5)

$$\hat{m}, \hat{j} = \arg \min_{m,n} || p_m^{\text{end}}(q_i) - p_n^{\text{end}}(q_j) ||^2.$$ \hspace{1cm} (6)

On the basis of the original RPM principle [9], the target point corresponding to the RP $q_i$ is determined as $\hat{p}_i$

$$\hat{p}_i = \arg \max_{p_m^{\text{end}}} \sum s(q_i),$$

where $s(q_i)$ denotes the output quantity of the filter defined in (2) at the RP $q_i$, $q_i \neq q_j$, $q_j \neq q_i$, and $\sigma_1$ and $\sigma_2$ are constants, which can be determined by considering the assumed sampling interval of the observation point, detailed in [9]. Equation (7) determines the scattering-centre point corresponding to each $q_i$ among all possible intersection points on the candidate curves, so that the spatial accumulation degree for the intersection points becomes maximised. Note that the term $\exp(- \frac{|| L - L_k ||^2}{2\sigma_2})$, denotes the weight function, based on the characteristic that the intersection point of $p_m^{\text{end}}$ should converge to the actual scattering centre when $L_k \to L$, as validated in [9]. This method has a distinct advantage over the DAS-based imaging method in that it achieves accurate boundary-shaped reconstruction that considers the scattering-centre shift in relation to the observation point. However, since this method does not consider the double-bounced or higher-order signals, it suffers from a ghost image due to these multiple reflection echoes.

4 Proposed method

To overcome the above-mentioned problem, this paper proposes a multipath exploitation method based on the TW-RPM algorithm with Doppler-based discrimination of double-bounced signals. Since the original TW-RPM method was developed for mono-static observations, this section initially shows an extension to a multi-static observation model, corresponding to the SIMO model. Next, the Doppler-based recognition of double-bounced and direct signals is presented by introducing the prior estimation of target motion and locations with the original TW-RPM algorithm. Finally, the actual application procedure of this method is presented.

4.1 Multi-static extension of TW-RPM

Fig. 2b shows the propagation paths and candidate curves of the multi-static model. Since the transmitting and receiving antennas are located at different positions, the incident and exit points on the front wall boundary are also located in different positions. Then, the discretised points on the candidate curve for the target boundary $p_m^{\text{end}}(q_i)$ as shown in Fig. 2b corresponding to an RP $q_i$ is calculated so that it satisfies

$$p_m^{\text{end}}(q_i) = (L_{i.m}^T + L_{c.m}^T)e_m + \frac{L_{c.m}^T}{\sqrt{\varepsilon_w}}.$$ \hspace{1cm} (8)

$$2R_i = L_{i.m}^T + L_{c.m}^T + L_{i.m}^T + L_{c.m}^T + L_{i.m}^R + L_{c.m}^R$$

Fig. 2 Propagation paths (red and blue solid lines) and candidate curves (red and blue broken lines) for scattering centres (red and blue points) on target and its intersection point (green point) in TW-RPM imaging process in

(a) Mono-static observation, (b) Multi-static observation
where \( m \) is the discretised index (denoted as a natural number) of the front–side wall, and the superscripts ‘T’ and ‘R’ denote the transmitting and the receiving antennas, respectively. On the basis of the RPM method, the target point corresponding to \( \mathbf{q}_i \) is calculated as

\[
\hat{p}_i = \arg \max_{p_{ci}^T} \sum_k s(q_k) \times \exp \left\{ \frac{\| p_{ci}^T - p_{ci}^R_k \|^2}{2 \sigma_i^2} - \frac{D(q_k, \mathbf{q}_i)\gamma}{2 \sigma_D^2} \right\},
\]

(9)

instead of (7), where \( D(q_k, \mathbf{q}_i) \) defines the actual distance between \( L_{Ti} \) and \( L_{Ri} \) as

\[
D(q_k, \mathbf{q}_i) = \min (\| L_{Ti} - L_{Ti, k} \| + \| L_{Ri} - L_{Ri, k} \|, \| L_{Ti, k} - L_{Ri, k} \| + \| L_{Ri, k} - L_{Ti, k} \|).
\]

(10)

The optimisation problem in (9) is a univariate problem, and hence, it is not very time-consuming even if all the possible intersection points are assessed in maximising the right term of (9) to avoid a local maximum solution.

4.2 Double-bounced signal recognition by Doppler velocity

This section describes the recognition method for double-bounced signal, which enhances the imaging accuracy in applying the above-mentioned multi-static-based TW-RPM method. Here, we introduce Doppler–velocity-based recognition, which can be achieved by an accurate prior estimation of each target motion and location. Note that, while the motion velocity and Doppler velocity are vector variables, the Doppler–velocity vector can be derived from the motion vector’s projection on the line of sight (LOS) direction. Thus, even if the motion vector is unchanged, the Doppler–velocity vector can be changed according to the antenna locations, namely different LOS directions. These facts are exploited as a recognition between the single- and double-bounced scattering because these scatterings are considered as single scattering with different transmitting and receiving antenna combination, as in Fig. 3a.

4.2.1 Prior estimation for target motion and location: Initially, this method requires a priori estimation of the propagation path of direct- and double-bounced signals to calculate each Doppler velocity. Fig. 3a shows the propagation paths, which must be considered, as one direct reflection and two double-bounced reflections for each target. Then, to determine each propagation path, the prior estimation of the target motion and the location is required. In actual pulse–Doppler radars, the pulse is sequentially emitted from the transmitter with fixed intervals such as PRI. By focusing on this feature, this method divides these pulse sequences into first and latter half measurements for the above prior estimation. First, two groups of RPs data with non-zero–Doppler velocities are extracted using the first and latter half of the pulse sequences. The RPs for the first and latter half of the measurement are defined as \( \mathbf{q}_i^1 \) and \( \mathbf{q}_i^2 \), respectively. Next, each group of RPs is processed by original TW-RPM and the converted target points are defined as \( \mathbf{p}_1^k \) and \( \mathbf{p}_2^k \), respectively. To deal with multiple targets, target points in each observation time are clustered using an appropriate clustering algorithm such as hierarchical clustering algorithm [21]. Next, each target cluster is combined between first and latter halves of the observation based on the proximity of the Doppler velocity. Clustered and combined target points are then redefined as \( \mathbf{p}_1^k \) and \( \mathbf{p}_2^k \), where superscript \( k = 1, 2, \ldots, K \) denote the corresponding target cluster. The motion vector \( v_{init, k} \) and location \( p_{init, k} \) for the \( k \)-th target are calculated using the following equations:

\[
\begin{align*}
v_{init, k} &= \frac{1}{2 \sum_{i=1}^{N_k} \mathbf{p}_1^i} \left( \sum_{i=1}^{N_k} \mathbf{p}_1^i - \sum_{i=1}^{N_k} \mathbf{p}_2^i \right) / N_k^T \quad (11) \\
p_{init, k} &= \frac{1}{2 \sum_{i=1}^{N_k} \mathbf{p}_2^i} \left( \sum_{i=1}^{N_k} \mathbf{p}_1^i - \sum_{i=1}^{N_k} \mathbf{p}_2^i \right) / N_k^R \quad (12)
\end{align*}
\]

where \( T_c \) denotes the observation time and \( N_k^T \) and \( N_k^R \) are the quantities of \( \mathbf{p}_1^i \) and \( \mathbf{p}_2^i \), respectively.

4.2.2 RPs clustering using Doppler velocities: If the front- and side-wall locations are given, the actual Doppler velocities and time delays of double-bounced reflections can be determined by prior estimation of target motion and location determined with the ray-tracing approach. In particular, since we assume the gravity points of the RPM target points, the single- and double-bounced paths and their time delays can be determined by the ray-tracing method using the relative permittivity and thickness of the wall as shown in Fig. 3a. In addition, the associated Doppler velocity is determined sequentially by the difference in time delays. Thereafter, that, by associating the observed (measured RPs) \( \mathbf{q}_i \) and calculated (estimated from a priori estimation using RPM images) Doppler velocities and ranges in the range–Doppler space, each RP \( \mathbf{q}_i \) can be associated with an appropriate path such as S-\( k \), D1-\( k \) or D2-\( k \), where S-\( k \), D1-\( k \) and D2-\( k \) denote the calculated propagation paths of one direct- and two double-bounced reflections, respectively, determined by \( v_{init, k} \) and \( p_{init, k} \). Fig. 3b shows an example of the observed and the calculated RPs association in a range–Doppler space. As shown in Fig. 3a, the Doppler–velocity vector for the single- and double-bounced signals could be different because of their different paths, even if the target motion vector remains unchanged. Thus, we can discriminate single- and double-bounced signals on the range–Doppler maps as shown in Fig. 3b, using the prior estimation of the target motion and location vector. Finally, each RP should be processed by the TW-RPM

![Fig. 3 Double-bounced signal recognition by Doppler velocity](image_url)

(a) Direct- and double-bounced reflection paths in the bi-static configuration and equivalent antenna locations mirrored by the side wall. (D1-2 and D2-2 are omitted.), The B) Example of RPs clustering on range–Doppler data, where the red squares are denoted as calculated range–Doppler set and the white circles are denoted as observed one.
method, where the equivalent antenna location is the mirror location of an actual one in the case of a double-bounced cluster. Note that, the equivalent aperture size is enhanced by correctly employing double-bounced signals, which is one advantage of the proposed method.

4.3 Procedure for the proposed method

The actual procedure for the proposed method is as follows:

**Step (1):** Signals are recorded at each slow time \( t \) (PRI snapshot) as \( s(L_T, L_R, t, \tau) \) and are processed by the filter defined in (2), denoted as \( s(L_{T'}, R_{k'}, t', \tau) \).

**Step (2):** Range–Doppler data corresponding to the first and latter halves of pulse hits are obtained by applying the 1D Fourier transform along the slow time direction with a limited time window, where the zero–Doppler components are eliminated. Here, the range–Doppler data for the first and latter halves of the pulse hits are denoted as \( S^L(T, R, \tau, V_{DP}) \) and \( S^R(T, R, \tau, V_{DP}) \), respectively.

**Step (3):** RPs for the first and latter halves of the pulse hits are extracted as \( q^L_k \) and \( q^R_k \), respectively, from the local maximum of each range–Doppler data as in (3).

**Step (4):** Each set of RP for \( q^L_k \) and \( q^R_k \) are processed by the multi-static TW-RPM method as in (9), and each target point \( p^L_k \) and \( p^R_k \) clustered to the 4th target, as \( p^L_{k'} \) and \( p^R_{k'} \), respectively.

**Step (5):** Initial velocity vector \( \mathbf{v}_{\text{init}_k} \) and location \( \mathbf{p}_{\text{init}_k} \) for the 4th target cluster are calculated as in (11) and (12).

**Step (6):** Range–Doppler data corresponding to all the pulse hits are obtained by applying the 1D Fourier transform, and RPs extracted as \( q \) using (3).

**Step (7):** Each RP \( q \) is associated with appropriate paths \( S-k, D1-k \) or \( D2-k \) by searching the minimal proximity between the observed RP \( q \) and the calculated (estimated) RP on the range–Doppler map as shown in Fig. 3b.

**Step (8):** For all RPs in each cluster, the multi-static TW-RPM method is applied by considering the single- and double-scattering paths, namely the transmitting and receiving antenna locations as shown in Fig. 3a.

5 Evaluation in numerical simulation

This section shows the performance evaluation conducted with FDTD-based numerical simulation. The transmitting current forms the pulse modulated signal, where the centre frequency is 6 GHz and the effective bandwidth is 2 GHz corresponding to its theoretical range resolution in the air of 75 mm. The centre wavelength is \( \lambda = 50 \text{ mm} \). Note that the reason for assuming a 6 GHz band is that there is a legal regulation regarding the UWB spectrum mask determined by the federal communication committee [22], other institutions or governments. In this regulation, the frequency band from 1 to 3 GHz is strictly limited to lower emission levels compared with the emission levels of higher-frequency bands. In addition, the wall attenuation impact is proportional to the square root of frequency, and the 6 GHz radar band does not have so much negative impact on signal loss, compared with lower radar bands. The 21 receiving antennas are linearly arranged at an equal spacing of \( 1.0\lambda \) in the range \(-10.0\lambda < x < 10.0\lambda \). The transmitting antenna is set on the origin point. The front wall is set parallel to the array antennas, and the distance between them is set as \( 2.0\lambda \). The thickness, relative permittivity, and conductivity of the front and side walls are set at \( \varepsilon_a = 2.0\lambda \), \( \varepsilon_a = 10.0 \) and \( \sigma_a = 0.005 \text{ S/m} \) and are given for any imaging process. The side wall is set vertical to the front wall as shown in Fig. 1. Two ellipsoid targets with 50 relative permittivities and 1.0 S/m conductivity modelling human body are set behind the front wall, and the major axis and minor axes of all targets are set at \( a = 6.0\lambda \) and \( b = 3.0\lambda \), respectively. Here, #1 and #2 targets have the constant velocity vectors as \( \mathbf{v} = (0, 200)[1/\text{s}] \) and \( \mathbf{v} = (0, -200)[1/\text{s}] \), respectively, and the centre positions of the movements of #1 and #2 targets are set as \((-5.0\lambda, 15\lambda)\) and \((5.0\lambda, 15\lambda)\). No clutter object is assumed here, except for walls. The observation time is set as \( T_o = 0.1\text{s} \), and the number of receptions is 16. The Doppler–velocity resolution is 0.25 m/s. We assume that the velocity of an object is invariant in the observation time \( T_o \), and this assumption is not impractical as to human motion. Subsequently, \( S/N = 8 \text{ dB} \) is defined as the ratio of the peak power of the signal to the average noise power of \( s(L_T, R_k, t, \tau) \) in the time \( t \) domain. Therefore, \( S/N \) is calculated for the raw data before converting the result to the range–Doppler map. Here, to make it a clear side-wall effect, we test the two cases below as a single-side wall (Case 1) and a double-side wall (Case 2), with each dielectric constant, thickness and location given in the simulation.

5.1 Single-side-wall cases (case 1)

We test the single-side-wall as follows. Fig. 4a shows the image generated by the DAS approach without considering the double-scattering paths, as a method of comparison. This figure shows that while the strong responses around the actual target boundary, these images are not sufficiently accurate for boundary estimation, and non-negligible responses from double-bounced reflections are focused behind the actual target, regarded as a ghost image. Fig. 4b shows the target boundary points estimated by the original multi-static TW-RPM method without double-bounced reflections which are considered. Here, \( \sigma = 0.1, \varepsilon_a = 0.022 \) and \( \varepsilon_b = 0.54 \) are set, the selection criteria of which are detailed in [9]. This result demonstrates that the estimated points accurately reconstruct the front side of target boundaries. Although it is difficult to compare the images by DAS and TW-RPM in fair criteria, these results qualitatively indicate that TW-RPM method offers more accurate boundary estimation compared with DAS approach. However, there are many reconstructed points (ghost images) behind the actual targets resulting from the double-bounced reflections in both TW-RPM and DAS approaches. Note that, there are strong responses along the backside of the front wall boundary in both Figs. 4a and c. It is believed that these responses are caused by the reflection from the front and side walls, and their multiple reflections within the wall media. In particular, there are strong responses along the intersection of the front- and left-side walls in Fig. 4c (the area \(-1.5\lambda < x < -5\lambda \) and \( 2\lambda < y < \lambda \)). It is also believed that the multiple reflections from the walls are positively interfered along the above area, by the DAS process considering the double-scattering paths.

Next, Fig. 4c shows the image generated by DAS approach which considers double-bounced reflection, which is referred from [13]. Although ghost images are suppressed by consideration of double-bounced reflection paths, the reconstructed boundary does not express the actual one, and the grating lobe responses also cause periodic pattern on the actual boundary. Finally, we demonstrate the result of the proposed method as follows. Fig. 5a shows the output of the filter defined in (2) at the certain snapshot of pulse-repetition sequences, and extracted RPs associated with its propagation path types (red: S, yellow: D1 and blue: D2). Here, the observed RPs are associated with their propagation paths (S, D1 and D2) for each clustered target by the proposed method, with the threshold parameters \( \sigma = 0.2 \). Note that, the strong reflections from the front wall can be ignored by eliminating zero–Doppler–velocity components. Fig. 5b shows the reconstruction results by the proposed method and demonstrates that the ghost images behind the targets that appeared in the original method are remarkably suppressed. In addition, the RPs ascribed from double-bounced reflections are accurately located around the actual boundary. However, there are some estimated target points that deviated significantly from the actual boundary. This is because the interference among these signals produces an inappropriate association between the RP and the propagation path.

For quantitative evaluation, the reconstruction error \( e(p^{L}_{k'}) \) is calculated as...
\[ e(p_i^{\text{est}}) = \min \| p_i^{\text{est}} - p_i^{\text{true}} \|, \quad (i = 1, 2, \ldots, N_T), \]  

(13)

where \( p_i^{\text{est}} \) and \( p_i^{\text{true}} \) are the locations of the \( i \)-th estimated point and the true target point (discrete points on target boundaries obtained with sufficiently dense sample size), respectively, and \( N_T \) is the total number of \( p_i^{\text{est}} \). Fig. 5c shows the cumulative distribution for \( p_i^{\text{est}} \) without double-bounced recognition (the original TW-RPM method) and with the recognition (the proposed TW-RPM method). The numbers of estimated points and the cumulative probabilities satisfying \( e(p_i^{\text{est}}) < 1.0 \) for the original and proposed methods, are 164 points and 103 points, 26.8 and 93.2%, respectively. This quantitative evaluation demonstrates the effectiveness of the proposed method in terms of reconstruction accuracy.

5.2 Double-side-wall case (case 2)

The case of the double-side wall is investigated as follows. Fig. 6a shows the imaging result of the DAS approach without considering the double-bounced paths and Fig. 6b indicates that obtained by the original multi-static TW-RPM method. As in Case 1, the original TW-RPM method accurately reconstructs the target boundary while the DAS approach suffers from a blurred image around the boundary. Also, the ghost images behind the targets, especially in Fig. 6b are severely enhanced compared with Case 1, due to more double-bounced reflections from double-side walls.

On the contrary, Fig. 6c shows the imaging result of DAS which considers double-bounced reflection and denotes that its ghost images behind the targets are considerably suppressed. However, the estimated target boundary is not clear and accuracy is insufficient, and there are interference fringes caused by grating lobe effect, where some intervals of virtual arrays are over a half of wavelength. Next, we show the result of the proposed multi-static TW-RP. At first, Fig. 7a shows the output of the filter defined in (2), with the extracted RPs associated with its propagation path types (red: S, yellow: D1 and blue: D2). Noted that the number of processed RPs is considerably increased and the determination of the association with the appropriate propagation path becomes more difficult. Fig. 7b shows the target boundary points estimated by the proposed TW-RPM and demonstrates that the proposed method perfectly suppresses the ghost images and accurately reconstructs the actual target boundary, even in such complicated situation.

Finally, Fig. 7c shows the cumulative distribution for \( p_i^{\text{est}} \) in Case 2. In the original and proposed RPM-based methods, the numbers of estimated points and the cumulative probabilities satisfying \( e(p_i^{\text{est}}) < 1.0 \) are 238 points and 172 points, 19.3 and 97.1%, respectively. This quantitative evaluation shows the effectiveness of the proposed method in terms of accuracy for an increased number of side walls.

5.3 Sensitivity to wall parameter errors

In actual scenario, one must consider the estimation errors of parameters such as relative permittivity and thickness of the wall. This section investigates the sensitivity test of the proposed method to the wall parameters as \( \epsilon_w \) and \( d_w \). Fig. 8 shows the imaging results obtained by the proposed method, where \( \epsilon_w \) and \( d_w \) have 10% errors from the actual set (\( \epsilon_w = 10.0 \) and \( d_w = 10.0 \)cm). As shown in Fig. 8, there are non-negligible errors, especially for the overestimation case for \( \epsilon_w \) and \( d_w \), which is caused by offset errors in estimating actual distance to the target. However, a relative error within a group of target points are not so much deviated, and any image offers a part of the original ellipsoid shape, which could not
be obtained by DAS-based image. Note that if we know the dielectric constant of the wall, the above problem would be eliminated using other permittivity estimation methods such as ellipsometry [23] or inverse scattering analysis, and we will incorporate imaging and permittivity estimation in our future endeavour. Furthermore, this simulation model assumes homogeneity of the wall; it is easy to predict that the imaging accuracy of the RPM or other DAS-based methods degrade for the heterogeneous walls. However, the literature in [24] have already demonstrated that the original RPM offered robust images in heterogeneous surrounding media but the application range of these methods to be investigated further in future work.

6 Conclusion

This research proposed a novel TW imaging approach based on the RPM method and Doppler-based signal recognition for direct- and double-bounced signals. The proposed method uses an initial estimate of each target's location and motion for each target clustered using the original RPM method, which enabled us to estimate the Doppler velocity and range derived from direct paths and two types of double-bounced paths. The FDTD-based analysis assumed a 6 GHz centre for the UWB TW-radar scenario, and this demonstrated that the proposed method successfully suppressed ghost images by recognising the double-bounced signals without prior knowledge of each target shape, location and motion in single-side-wall and double-side-wall cases. The imaging accuracy of the proposed method naturally depends on the accuracy and resolution of the range–Doppler data. Note that, as to a static object, it is possible to offer an image by using a zero–Doppler component, while we need to consider the interference from wall reflection. In the case of a relatively wider fractional band, which was assumed in this case, Fourier-transformation-based range–Doppler extraction was not suitable because the signal pulse would move over the range resolution in the measurement interval. With further research, we hope to introduce an even more suitable approach such as a kernel-based approach [25]. Note that though the S/N level assumed in the simulation in Sections 5.1 and 5.2 are not much higher, the filtering process using (2) and the coherent
Nevertheless, the multiple reflections between the target and clutter (except for the wall) could interfere with the target responses that have non-zero–Doppler components. In such cases, the accuracy of the Doppler discrimination or the RPM imaging performance is expected to degrade. Furthermore, in 3D problems, we must consider the multiple-scattering effects from the ceiling or the floor that make the problem more complicated. Thus, it is our important work in the future to test the experimental data analysis of the proposed method under realistic scenarios.
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