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ABSTRACT

UWB (Ultra Wideband) radars have great promise for near
field sensing systems, holding its high range resolution. It is
particularly suitable for robotic or security sensors that must
identify a target in optically blurry visions. Some recently
developed radar imaging algorithms proactively employ mul-
tiple scattered components, which can enhance an imaging
range compared to synthesizing a single scattered compo-
nent. We have already proposed the SAR (Synthetic Aperture
Radar) method considering a double scattered, which suc-
cessfully expanded a reconstructible range of radar imagery
with no preliminary knowledge of target or surroundings.
However, this method requires an intensive computation and
its spatial resolution is insufficient for clear boundary ex-
traction such as edges or specular surfaces. As a substantial
solution, this paper proposes a novel shadow region imaging
algorithm based on a range derivative of double scattered
signals. This new method accomplishes high-speed imaging,
including a shadow region without any integration process,
and enhances the accuracy with respect to clear boundary
extraction. Some results from numerical simulations verify
that the proposed method remarkably decreases the compu-
tation amount compared to that for the conventional method,
enhancing the visible range of radar imagery.

1. INTRODUCTION

UWB pulse radar with high range resolution creates various
applications for near field sensing. As such, a robotic sensor
is one of the most promising applications, able to identify a
human body even in optically blurry visibilities such as dark
smog in disaster areas or high-density gas in resource explo-
ration scenes. While various kinds of radar algorithms have
been developed based on the aperture synthesis [1], the time
reversal approach [2], or the GA-based solution for the do-
main integral equations [3], they are not suitable for the above
applications because it is, generally, difficult to achieve both
properties of low computation cost and high spatial resolu-
tion. As a high-speed and accurate imaging method feasible
for complex-shaped targets, the RPM algorithm has been es-
tablished [4]. This algorithm directly estimates an accurate

DOA (Direction Of Arrival) with the global characteristic of
observed range points, avoiding the difficulty of connecting
them. The RPM is based on a simple idea, yet, it offers ac-
curate and super-resolution surface extraction even for an ex-
tremely complicated boundary. However, they all have the
unresolvable problem that aperture size strictly constrains the
imaging range of target boundary. In many cases, the greater
part of a target shape, such as a side of the target, falls into
a shadow region that is never reconstructed since only single
scattered components are used for imaging.

To resolve this difficulty and enhance imaging range, the
SAR algorithm based on a double scattered path has been de-
veloped [5]. Although this method proves that the shadow
region imaging is possible by positively using the double scat-
tered signals without preliminary observations or target mod-
els, this method requires multiple integrations of the received
signals, and incurs a large calculation cost. As a solution for
these problems, this paper proposes a novel imaging algo-
rithm based on the range derivative of doubly scattered sig-
nals, where an initial image obtained by RPM is used to the
best effect. This method is based on an original relationship
that each DOA of the double scattered points is strictly de-
rived from the derivative of range points. This relationship en-
ables us to directly estimate a target boundary corresponding
to the doubly scattered centers without any integration pro-
cedures. The results of numerical simulations, investigating
the two types of target shapes, show that this method accom-
plishes high-speed target boundary extraction, in situations
which produce a shadow using the existing techniques.

2. SYSTEM MODEL

Fig. 1 shows the system model. It assumes the mono-static
radar, and an omni-directional antenna is scanned along thex-
axis. It is assumed that the target has an arbitrary shape with
a clear boundary. The propagation speed of the radio wave
c is assumed to be a known constant. A mono-cycle pulse is
used as the transmitting current. The real space in which the
target and antenna are located, is expressed by the parameters
(x, z). The parameters are normalized byλ, which is the cen-
tral wavelength of the pulse.z > 0 is assumed for simplicity.
s′(X,Z) is defined as the received electric field at the antenna



 1

 2

 3

-1  1  2

 Target 

Omni-directional
antenna

z

x
 (X,0) 0

Z S

θ

(x, z)

Fig. 1. System model in the 2-D model.

location(x, z) = (X, 0), whereZ = ct/(2λ) is a function of
time t. s(X, Z) is defined as the output of the Wiener filter
with the transmitted waveform. This procedure is detailed in
[4].

3. CONVENTIONAL METHOD

As the conventional approach for enhancing the imaging
range, the SAR employing the double scattered signal has
been already developed [5]. In general, a double scattered
wave propagates with a different path from that of a single
scattered one. It therefore often provides independent infor-
mation as to the two scattering points. This method calculates
the image using double scattered waves asI2(r),

I2(r) = −
∫

r′∈R

∫

X∈Γ

I1(r′)s (X, d2(r, r′, X)/2) dX dr′, (1)

wherer′ = (x′, z′), R denotes the region of real space, and
d2 (r, r′, X) =

√
(x − X)2 + z2 +

√
(x′ − X)2 + z′2 +√

(x − x′)2 + (z − z′)2. I1(r) denotes the original SAR
image. The minus sign in Eq. (1) creates a positive im-
age focused by double scattered waves that have an an-
tiphase relationship from a single scattered one. Eq. (1)
expresses the aperture synthesis of the received signals
by considering a double scattered path. The final image
is defined asI ′(r) = I1(r)H (I1(r)) / {maxr I1(r)} +
I2(r)H (I2(r)) / {maxr I2(r)}, whereH(∗) is the Heavi-
side function.

The performance evaluation of this method is shown as
follows. Fig. 2 shows the output of the Wiener filter, where
the target boundary as in Fig. 1 is assumed. The received sig-
nals are calculated at 401 locations for−2.5 ≤ X ≤ 2.5.
Fig. 3 shows the estimated imageI(r). This figure shows
that the part of the side region of the rectangular target can be
reproduced, and that the visible ranges of the circle and rect-
angular boundaries are remarkably expanded. The reason is
that double scattered waves are effectively focused on the part
of the target side using Eq. (1). It also claims that this method
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Fig. 2. Output of the Wiener filter for the multiple objects.
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Fig. 3. Estimated imageI(r) with the conventional method.

does not require target modeling or a priori information of
the surroundings. However, it requires a triple integration for
imaging and its calculation time goes up to around 60 sec for
an Intel Pentium D 2.8 GHz processor.

4. PROPOSED METHOD

To overcome the problems described in the above, this pa-
per proposes a high-speed imaging algorithm for the shadow
region. This method employs target points preliminarily cre-
ated by the RPM method, and directly reconstructs the target
points corresponding to the double scattered signals, where
each derivative of their range points is employed.

4.1. Principle of Proposed Method

First, a basic theory of the proposed method is described be-
low. Here, two target points originating from doubly scatter-
ing are defined asp1 = (x1, z1) andp2 = (x2, z2), respec-
tively. (X, ZD) is defined as a range point of double scattered
wave, which is extracted from the local minimum ofs(X,Z).
pL = (X, 0) denotes an antenna location. Then, the follow-



 1

 2

 3

 1  2

 Target 
z

x
p L = (X,0)

θ1

e 1

Z 2

Z 1

e n

e 3

p 2 

θ2

p 1 

Z 3

2
 Z 1+Z 2+Z 3

 Z D=

 0 -1

Fig. 4. Relationship amongp1, p2 andpL.

ing equation holds,

∂ZD

∂X
= −cos θ1 + cos θ2

2
, (2)

whereθ1 = cos−1

(
x1 − X

Z1

)
, θ2 = cos−1

(
x2 − X

Z2

)
,

Z1 = ‖p1 − pL‖ and Z2 = ‖p2 − pL‖ are defined, and
0 ≤ θ1, θ2 ≤ π hold. According to this equation, once
a first scattering point asp1 is determined,θ2 is given as
θ2 = cos−1 (−2∂ZD/∂X − cos θ1). Besides, if the normal
vectoren onp1 is given, the law of reflection derivesZ2,

Z2 =
1
2

Z2
1 + (2ZD − Z1)2 + 2(2ZD − Z1)(p1 − pL) · e3

(p1 − pL) · e3 + 2ZD − Z1
,

(3)
wheree3 = e1 − 2(en · e1)en holds with e1 = (p1 −
pL)/‖p1 −pL‖. Furthermore,p2 obviously satisfies asp2 =
p1+Z3e3, whereZ3 = ‖p2−p1‖ holds. Fig. 4 shows the re-
lationship among the scattered pointsp1, p2 and the antenna
locationpL.

4.2. Incorporation with RPM method

Second, the proposed method makes uses of the prelim-
inary estimated target points by RPM as the first scatter-
ing locationp1 with its normal vectoren. RPM basically
converts the range points to the target points, satisfying an
one-to-one correspondence. Here, we define each target
and range point with the RPM asprpm

i ≡ (xrpm
i , zrpm

i )
and qrpm

i ≡ (Xrpm
i , Zrpm

i ), (i = 1, · · ·N rpm
T ), where

N rpm
T is the total number of target points by RPM. In

addition, each normal vectorerpm
n,i on prpm

i is given as

erpm
n,i =

(Xrpm
i − xrpm

i ,−zrpm
i )

Zrpm
i

. This relationship is de-

rived from the assumption that each antenna receives a strong
echo from the target boundary, which is perpendicular to a
direction for a line of sight [4].

This algorithm determines an optimalp1 from a set
of the target points obtained by RPM, which is defined as
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Trpm =
{

(x, z) ∈
⋃Nrpm

T
i=1 prpm

i

}
. Here, the parameter vec-

tor P i is defined asP i ≡ (Rrpm
i ; QD), where QD ≡

(pL, ZD, ∂ZD/∂X) andRrpm
i ≡ (prpm

i , qrpm
i , erpm

n,i , erpm
1,i , erpm

3,i )
hold. Here,erpm

1,i = (prpm
i − pL)/‖prpm

i − pL‖, anderpm
3,i is

determined withP i. Then, the proposed method determines
the optimum candidatêp1 for eachQD as

p̂1(QD) = arg min
prpm

i ∈TRPM

∥∥pA
2 (P i) − pB

2 (P i)
∥∥2

, (4)

where,pA
2 (P i) ≡ pL+(Z2(P i) cos θ2(P i), Z2(P i) sin θ2(P i)),

andpB
2 (P i) ≡ prpm

i + Z3(P i)e
rpm
3,i hold. Fig. 5 shows the

relationship between two candidates forp2 aspA
2 (P i) and

pB
2 (P i). The optimum second scattering pointp̂2(QD) is

determined aŝp2(QD) = pA
2 (P̂ )+pB

2 (P̂ )

2 , whereP̂ is de-
fined asP i when the evaluation value in the right term in
Eq. (4) becomes minimum. Note that, this method does not
employ any integration of the scattered signals and directly
determines the doubly scattering points using the derivative
of the range points.

5. PERFORMANCE EVALUATION IN NUMERICAL
SIMULATION

This section presents numerical examples performed by RPM
and the proposed method. Fig. 6 presents the estimated tar-
get points with the RPM and the proposed method, where
(X, ZS) and(X,ZD) are extracted froms(X, Z) as in Fig. 1.
Also, ∂ZD/∂X is calculated by difference approximation af-
ter smoothed with the Gaussian filter. This figure indicates
that the proposed method accurately creates the target points
around the side of the rectangular boundary. In addition, it
has an great advantage in computation time, which required
less than 0.4 sec for an Intel Pentium D 2.8 GHz proces-
sor. However, some fluctuations of the estimated points occur
around the rectangular side, regardless of a noiseless situa-
tion. This is because this method employs the range deriva-
tive as∂ZD/∂X, which tends to enhance small errors caused
by the scattered waveform deformations or other interference
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Fig. 6. Estimated image with the proposed method.
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effects. Here, the quantitative analysis is introduced byεi de-
fined as

εi = min
ptrue

‖ptrue − pi
e‖, (i = 1, 2, ..., NT), (5)

whereptrue andpi
e express the locations of the true and es-

timated target points, respectively.NT is the total number of
pi

e. Fig. 7 plots the number of the estimated points for each
value of εi. It verifies that the number of the accurate tar-
get points with the proposed method significantly increases
around0.03λ, simultaneously enhancing the imaging range.

Furthermore, the example in noisy situation is investi-
gated, whereby white Gaussian noise is added to each re-
ceived signal ass′(X, Z). Fig. 8 shows the estimated points
obtained by the proposed method, where the mean S/N is 30
dB. S/N is defined as the ratio of peak instantaneous signal
power to the averaged noise power after applying the matched
filter with the transmitted waveform. Although the accuracy
of the estimated target points distorts due to the false range
points extracted from noisy components, the whole image
can offer a significant target boundary including the side of
the rectangular boundary.
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Fig. 8. Estimated image with the proposed method in S/N
= 30 dB.

6. CONCLUSION

This paper proposed a novel imaging algorithm for expand-
ing the imaging range, which efficiently utilizes the range
derivative of the double scattered waves. This method has
an outstanding advantage that it accomplishes an extremely
high-speed imaging by specifying clear boundary extraction,
simultaneously extending the visible region without any pre-
liminarily knowledge of target or surroundings. In numeri-
cal simulation, the results proved that the proposed method
substantially extended the imaging range with an remarkably
high speed. It is more than102 times improvement compared
with that of the conventional SAR based method.
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