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Deep-Learning-Based Calibration in Contrast
Source Inversion Based Microwave
Subsurface Imaging

Takahiro Hanabusa, Takahide Morooka, and Shouhei Kidera

Abstract— A deep-learning (DL)-based data calibration tech-
nique applied to quantitative microwave inverse-scattering analy-
sis is presented. This technique aims at subsurface inspection for
the buried object under a concrete road or soil. The inverse-
scattering analysis provides a complex permittivity profile, which
is useful for object identification such as air gap or water.
Contrast source inversion (CSI) is one of the most promising
inverse-scattering methods. This method is capable of avoid-
ing the iterative use of highly computational forward solvers.
However, when applied to the measured data, an appropriate
calibration capable of converting measured data to simulation
data is required. In this work, a DL-based calibration suitable
for nonlinear inverse problems is proposed. Its efficiency is exper-
imentally demonstrated using a concrete cylinder containing
water with different salinities.

Index Terms— Contrast source inversion (CSI), deep-learning
(DL)-based calibration, inverse scattering analysis, microwave
quantitative imaging.

I. INTRODUCTION

FFICIENT and accurate monitoring tools for massive
transportation infrastructure are highly in demand, espe-
cially in developed countries, where roads or tunnels are
50 years old or even older. Although nondestructive testing
(NDT) techniques, such as the hammering test or ultrasound
monitoring, are available, they require a contact measurement
to avoid undesired attenuation of the measured signal due to
propagation in the air. For large-scale subsurface inspections,
these techniques require substantial human effort and time.
They also exhibit some difficulties when applied to entire
area surveys. These difficulties may lead to overlooking cracks
or other aging deterioration. Contrarily, microwave NDT is
capable of conducting noncontact subsurface measurements,
achieving rapid data acquisition by vehicle-mounted scanning

and sufficient penetration depth into a concrete medium.
Many imaging schemes based on subsurface radar quali-
tative imaging, such as synthetic aperture radar (SAR) [1],
have been proposed for microwave NDT monitoring. Although
these approaches provide the spatial profile of the reflection
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coefficient for buried objects, they cannot retrieve the complex
permittivity profile. Also, they face serious problems in recog-
nizing the type of material, such as air, water, saline, or steel
pipe. In contrast, the nonlinear inverse-scattering analysis,
called the tomography approach, is capable of providing a
quantitative profile of the complex permittivity by solving
the domain integral equation. Several studies have been per-
formed on linear approximation approaches with regard to
subsurface NDT or ground penetrating radar (GPR) obser-
vation models [2], [3]. In addition, to alleviate the nonlinear
property, many approaches, such as the full-wave inversion [4],
the distorted Born iterative method (DBIM) [5], contrast
source inversion (CSI) [6], and deep-learning (DL)-enhanced
approaches [7], have been proposed. In this letter, we focus
on the CSI scheme since it does not require iterative use of a
computationally intensive forward solver, if the Green’s func-
tion of the background media is given as an analytical form,
such as the finite-difference time-domain (FDTD) method.
The key point in realizing quantitative imaging using the
CSI or other inverse-scattering methods is data calibration,
which compensates for the difference between the simulation
and real scenarios. Usually, the signal generator, transmit-
ting or receiving antenna, or other fixing jigs, cannot be
easily implemented in the simulation model. Therefore, the
calibration procedure using some target cases with known
dielectric profiles is necessary to produce a complex per-
mittivity profile reconstruction, even when using the CSI
scheme. Some calibration procedures, such as the linear
transfer function (LTF) scheme [8], [9], have been devel-
oped. However, these approaches are incapable of compen-
sating for the nonlinear effects, such as multiple scattering
or other multiplicative interference. Fedeli [10] performed a
time-domain data conversion from 3-D measurement data to
2-D simulation data via long short-term memory (LTSM). The
1-D convolutional neural network (CNN)-based approach also
promises a reduction in the number of trainable parameters.
However, the time-series-based approach requires a large
number of input dimensions to satisfy the Nyquist criteria
and the desired frequency resolutions, thus requiring densely
sampled data with sufficient length. Thus, this study focuses on
frequency data-based conversion via the deep-neural-network
(DNN) process, as a few frequency responses are needed for
applying the CSI. While the study in [11] also introduces a
frequency data conversion method, it only specifies filtering
out of antenna characteristics to be matched with an analytical
dipole model and is not oriented to compensate for the other
differential factors between simulations and real data.
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Fig. 1. Observation model.

As a notable feature of the proposed method, the experimen-
tal data are effectively converted to corresponding simulation
data, including the nonlinear effects, using the 1-D frequency
inputs. Thus, less complexity is required in comparison with
other higher-dimensional input DNN models. Note that since
this study focuses on the DNN-based calibration, it does
not require many training datasets, compared with other
DNN-based inversion schemes such as in [7], which basically
need a sufficient training data to cover various types of
dielectric profiles. This is the main advantage of the proposed
DNN-based data preprocessing. Experimental tests using a
concrete cylinder, which contains different types of objects
(e.g., air, pure water, and salinity with different concentra-
tions), demonstrate that the proposed calibration approach
is capable of further improving the reconstruction accuracy
of scattered data or the dielectric profile obtained using the
CSI scheme.

II. CONTRAST SOURCE INVERSION

The 2-D geometry of the observation model, including
the observation and object areas, is presented in Fig. 1.
Several transmitters and receivers are arranged in the area
(defined as Qg) surrounding an object. The object existing
area is denoted as Qp [i.e., the region of interest (ROI)]. All
combined data between the transmitters and receivers are used
for the reconstruction scheme. E/ (r) and E/ (r) denote the
total electric field with and w1th0ut the ObJGCt, respectively,
where the ith transmitter and receiver are assumed at the
jth frequency bin. ES(r) = E[;(r)— E/ () is defined as the
scattering electric field and is given by the following domain
integral as

Els,j(r) = kg/ Glj’-(r, r/)EiT,j(r')){j(r/)dr' reQs 1)
Qp

where k7 and G?(r, r') denote the wavenumber and Green’s
function of a background medium, respectively. Qg and Qp
denote the observation domain and ROI, respectively. y;(r) =
(€j(r) — €y, j(r))/ep,j(r) represents the contrast function and
€;(r) and ¢, ;(r) are the complex permittivity of the targets
and background media, respectively. The inverse problem,
namely, solving yx;(r), from the number of scattered fields
is nonlinear and ill-posed.

In the CSI method [6], a variable defined as w; ;(r) =
X (r)EZ ;(r) (so-called a contrast source) is originally intro-
duced. In the CSI framework, the total field within the ROI
(r € Qp) can also be expressed as follows:

EZ,‘(") = Ei{j(r) -|-k§/Q G?(r,r/)wi,j(r/)dr’ (r € Qp).
(2)
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The total field E ;(r), object function y;(r), and contrast
source w;, ;(r), deﬁned in the ROI, are sequentially optimized
using the cost function, which satisfies both (1) and (2),
detailed in [6].

III. CALIBRATION METHOD

A quantitative profile of an object’s complex permittivity
can be obtained by employing an appropriate calibration
procedure to convert the experimental data into numerical data,
such as FDTD data. Once the experimental data are converted,
all post-processing in the CSI can be performed numerically.
Note that in the CSI scheme, Ezk(r) and Ejl-jk(r)(r € Qy)
in (1) are required. However, these components are affected
by the actual antenna characteristics, mutual couplings, the
propagation loss in the RF cable, or other clutter components,
which are difficult to be considered in the analytical form
or numerical computation. Thus, an appropriate calibration
strategy is required. Next, the two calibration methods are
introduced as follows.

A. LTF-Based Calibration

The experimental data are converted into numerical data
by first introducing the LTF model, which has been proposed
in [8]. Let E; T S and EF j”m be the total and incident electric
fields, respectlvely, generated by the FDTD method, assuming
a calibration object with a known complex permittivity profile
at the ith transmitter and receiver pair of the jth frequency
point. In addition, ST P and S[ex” be the S,; parameter in

the experiment with and w1th0ut calibration objects buried in

concrete background media, respectively. E;’ S.sim E; T sim-_

1, S,ex o7 .ex 1,
E! JS”” and S ¥ P=3 ¥ P_5§, fx” are defined. Acompensatlon

coefficient gi,j is introduced as follows:

EiT°~S”n _ ElI sim
G = Zhi T 3)
Ll — ST,exp Sl ,exp '
ij T Pij

Let Sf 7 be the scattered field produced by an unknown
object. This is converted to the corresponding simulation data
as E,S =4, ij’jeXp. Although this conversion scheme is
quite simple and can be applied to a wide range of objects,
nonlinear effects, such as multiple scattering or multiplicative
interference between clutters, may not be compensated.

B. DNN-Based Calibration

To address the above-mentioned issue, a DNN-based cal-
ibration scheme is proposed in this work. Note that the
measurement data structure is not in a multidimensional form,
but can be well expressed by a 1-D vector of the combination
of the frequencies and sensor locations. Thus, in this scenario,
1-D input conversion is performed and a deep multilayer per-
ceptron (MLP) model [12] is introduced. The fully connected
MLP model with three hidden layers is shown in Fig. 2.

1) Training Step: To only extract the differential feature
between the simulation and experimental data, the same obser-
vation model with different dielectric profiles corresponding
to each calibration target is preliminarily calculated using
the FDTD. Thus, the proposed DNN approach could only
compensate for the different factors between simulation and
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Fig. 2.  MLP neural network model.
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Fig. 3. (a) Experimental setup. (b) Complex permittivity measurement setup
using coaxial probe.

real data, which are impervious to dielectric profile vari-
ance. In the training process, assuming the calibration sce-
nario described above, the experimental data at each sen-
sor and frequency are converted into simulation data by

introducing an input vector X, which is defined as X =

[SS TP Sls,fj‘p, SS DL S‘i,’i’ﬁ,p], where N and M denote
the number of sensors and fre(iuencies, respectively. Addi-
tionally, in the training phase, the output vector Y is defined
as Y = [ES S By RS EY Slm] where ES sim
represents the scattered data obtained for the same model
assumed in the experiment and corresponds to S;” S eXp . In this
case, the activation function is the sigmoid funct10n and the
Levenberg—Marquardt algorithm is adopted to minimize the
loss function. Although this model is similar to the auto-
encoder model, the input and output vectors are not the same.
The experimental data are converted into simulation data,
considering the nonlinear effect in data calibration.

2) Data Conversion Step: After the training process is
completed, the scattered field SS P measured at the unknown
object is converted using the following input vectors as X =
[S]] 5-exp s . IS;}(p, S50 S.exp oo Sy S.exp w 1. The virtual simulation
data are obtamed from the output vectors Y.

IV. RESULTS AND DISCUSSIONS

The experimental setup, considering an NDT model, where
a cylindrical concrete material with a 298-mm radius includes
a void cylinder with a 50-mm radius, is shown in Fig. 3.
The four-dipole antennas along the vertical axis (z-axis) are
arranged on the circular circumference, where one transmitter
and three receivers are fixed. Rx1 and Rx3 are located at
an angle of 20° between the center of the stand and the
antennas, namely each separation is 140 mm, and Rx2 faces
Tx across the concrete object. These antennas are rotated
around the z-axis with an angle step of 5° in the range
0°-360°, and the scattered data are obtained. N = 72 data
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TABLE I
TARGET CASE IN THE EXPERIMENT

Case %
0 No concrete or object
BG Concrete w/o object
AIR Concrete w object (Air)

W Concrete w object (water w/o NaCL)

S-1 Concrete w object (water w NaCL, 4.8 %)
S-2 Concrete w object (water w NaCL, 9.1 %)
S-3 Concrete w object (water w NaCL, 13.0 %)
S-4 Concrete w object (water w NaCL, 16.7 %)
S-5 Concrete w object (water w NaCL, 20.0 %)
S-6 Concrete w object (water w NaCL, 25.5 %)

150 | 4.8% ~16.7% 800

9.1% -20.0% 600

4.8% 16.7%,

—100 \ 9.1% ~20.0%
& 13.0%23.1% L0 13.0% 23.1%
) — g
50 — =200
0 0 -
0 1 2 3 4 5 0 1 2 3 4 5
Frequency [GHz] Frequency [GHz]
(a) (b)
Fig. 4. Frequency dependency of measured complex permittivity (broken

line) and Debye fitting curve (solid line) for water with different salinities.
(a) Real part of permittivity. (b) Imaginary part of permittivity.

samples were obtained in total. Although the above array
arrangement does not match the real NDT or GPR model,
it enables the quantitative and reliable assessment of each
method. In addition, each received signal includes a strong
reflection from the concrete surface and a considerably weaker
response from a buried object. These features fairly simulate
the measurable data in a real NDT model. The S,; scattering
parameter at each angle step is recorded using a vector network
analyzer, where the frequency is swept from 0.01 to 5.51 GHz
with a 10-MHz step, that is, 550 frequency samples. The
center void of the cylinder contains different types of liquids,
including NaCl, which are summarized in Table I. Fig. 4 shows
the frequency dependence of the complex permittivity for
objects with different salinities, where the measured S;; values
can be obtained from the coaxial probe shown in Fig. 3(b) and
the Debye fitting curves. It can be observed that the real and
imaginary parts of the complex permittivity largely depend on
the density of liquid salinity and frequency. In both calibration
cases, M = 15 different frequency responses ranging from
1.44 to 2.53 GHz were obtained. In the simulation, the
2-D FDTD solver with 2-mm cell size and perfect matching
layer (PML) is used, where a point source and receiver are
located in the same geometry in the experiment as in Fig. 3.
The Gaussian modulated pulse with 2.5-GHz frequency and
2.0-GHz bandwidth is transmitted as the source current in the
FDTD. In the training step of the DNN-based method, the
cases of “0,” “BG,” “AIR,” “W,” “S-1,” and “S-6" are inputs
used as training data. The other cases are used as the test
datasets. The number of layers and neurons used are as shown
in Fig. 2. The ratios for training, validation, and test data are
70%, 15%, and 15%, respectively. The minimization algorithm
for the MLP cost function is Levenberg—Marquardt.

The scatter plots in the different object cases using
the LTF model and DNN-based calibration approaches are
shown in Fig. 5. In the DNN scheme, the optimal training
results are applied in considering both training and validation
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Fig. 5.
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Scattered plots on the Gaussian plane at 1.43 GHz on the

receiver Rx3, using the LTF and DNN calibrations. Red and blue dots denote
the experimental and simulation data, respectively. Green and magenta dots
denote the converted experimental data, using the LTF and DNN, respectively.
(a) S-2. (b) S-3. (c) S-4. (d) S-5.

TABLE II
NRMSES FOR CALIBRATION RESULTS AT 1.43 GHz

Case || w/o calibration | LTF | DNN
S-2 0.90 3.39 | 0.09
S-3 0.91 323 | 0.12
S-4 0.91 3.17 | 0.12
S-5 0.90 341 | 0.03

DL curves to avoid the over-fitting problem. Here, the
LTF uses the datasets for BG (concrete without object)
and AIR (concrete with air) to calculate both Ef’j”m and
Sf}ex” in (3). The LTF model could not compensate for
the difference between the simulation and experimental data,
because if the value of E ,S 7" is small in a specific frequency

SiS}exp

bin, the noise component of the would be empha-

sized in (3); this is similar to an inverse filter response.
In contrast, the DNN-based method achieved the correct
conversion in each case. While the training dataset is rel-
atively small, the proposed scheme could offer sufficient
accuracy. Since the DNN scheme could only extract a dif-
ferential feature between the simulation and experimental
data, it does not necessarily require a large amount of
training data, unlike other DNN-based inversion approaches.
Notably, the processing time for the DNN training process
is 1600 s when using a 2.2-GHz Intel Xeon Silver 4210 CPU
with 128-GB RAM. As a quantitative analysis, the normal-
ized root mean square errors (NRMSEs) are introduced as
NRMSE — (ZlNzl |ES,true _ E;S:,jestlz)lﬂ/(zfvzl IES,true|2)l/2

i,j ij
S S.est -
where E;"" and E;" denote the reference and the esti-

mated scattered data at the ith observation sample and the
jth frequency sample. N denotes the number of sensors
samples (72 in this case). Table II summarizes the NRMSEs
for each calibration method at 1.43 GHz, and it clearly
demonstrated that the DNN approach accurately converts the
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Fig. 6. Reconstruction results for real part of complex permittivity. First
line: original. Second line: using LTF calibration. Third line: using DNN
calibration. (a), (e), and (i) S-2. (b), (f), and (j) S-3. (¢), (g), and (k) S-4.
(d), (h), and (1) S-5.
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Fig. 7. Reconstruction results for imaginary part of complex permittivity.
Each line denotes the same as in Fig. 6. (a), (e), and (i) S-2. (b), (f), and
() §-3. (©), (2), and (k) S-4. (d), (), and (1) S-5.

experimental data to the simulation data. Notably, we con-
firmed that the DNN calibration also provides accurate results
at other frequencies. The reconstruction results for the real and
imaginary parts of the complex permittivity profiles using the
CSI scheme for each test case are shown in Figs. 6 and 7.
Here, the multiplicative regularized (MR)-CSI algorithm [13]
is introduced, where the maximum iteration number is fixed
to 5000, and 15 frequency samples are used. The cell size
of the inversion is also 2 mm and the initial estimate of the
contrast function is given by the back-projection algorithm [6].
The ROI is considered the original location of the object. It is
also demonstrated that the proposed DNN-based conversion
provides better reconstruction performance than that obtained
using the traditional LTF model. Reconstruction errors are still
observed even using the DNN-based calibration. This is due
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Fig. 8. Experimental objects including four air cavities.
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Fig. 9. Reconstruction results of complex permittivity for objects including

four air cavities. (a)—(c) R[e]. (d)—(f) IJ[e].

to the complex permittivity inconsistency of concrete media
or clutter components such as interactive scattering between
an object and its supporting material. Here, the J[€] value is
large (>80) even in the S-2 case, namely, an incident wave
cannot sufficiently penetrate an object region, and the scattered
data recorded at Rx2 mainly include creeping waves along the
object surface. Notably, the reconstruction results of J[e] are
considerably lower than the actual values. This is because the
initial value of J[e€] is set to zero in the CSI and the solution
then could fall into a local minimum.

To validate the applicability of the proposed method,
another object case with a different location is investigated as
follows. The four air cavities with 10-mm diameters are buried
into a concrete cylinder. Note that the same observation model
(the number of antennas and the dimension of the concrete
cylinder) and the calibration data, that is, the training dataset,
assumed in Figs. 6 and 7, are used in this case. Fig. 8 shows
the concrete object with four small cavities. Fig. 9 shows the
optical image and reconstruction results of the object for real
and imaginary parts of the complex permittivity obtained from
the LTF and DNN calibration schemes, where the parameters
of the CSI, such as iteration number or frequency points, are
used. Although the results obtained by the LTF scheme cannot
provide a significant profile, the DNN-based approach can
provide a dielectric profile at a certain level of accuracy.

V. CONCLUSION

A DNN-based calibration strategy and the correspond-
ing results were presented for the microwave quantitative
NDT monitoring scheme. The CSI was introduced as a
low-complexity and high-practicability method in the exper-
imental measurement procedure. The experimental results
obtained from four different salinity liquid objects buried in a
concrete medium demonstrated that the proposed calibration
approach is capable of further enhancing the conversion accu-
racy between the experimental and FDTD-based simulation
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data compared with the traditional LTF model. We also
confirmed that even if we switch the training and test dataset,
the proposed calibration works well, because the proposed
scheme in this study simply focuses on the conversion from
experimental data to simulation one. Namely, if the same
measurement setup is used, it is basically applicable to various
dielectric profiles or object sizes. Typically, the calibration
accuracies of both the LTF and DNN methods are sensitive to
antenna displacement and other observation factors. However,
this sensitivity is also an inherent limitation of general calibra-
tion techniques. In most calibration approaches, the calibration
data should be sequentially rerecorded, after introducing a
different observation model, such as an array arrangement,
transmitter, or antenna design. Although, when applied to an
actual NDT or GPR observation model requiring recalibration
data, the proposed scheme uses only a few objects such
as homogeneous single-layer materials with known dielectric
properties and thicknesses. We plan to apply this method
to an actual road model with an available radar module.
However, one critical factor, for extending an actual model,
is the object size, as our method requires FDTD simulation
data assuming the same observation model. In addition, the
computational cost would be a bottleneck in dealing with the
large investigation area assumed in the NDT or GPR models,
and this will be addressed in our future study.
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