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Letters

Depth-Adaptive Object Identification Using Terahertz Time-Domain
Spectroscopic Data

Kanto Kito, Takamaru Matsui, and Shouhei Kidera

Abstract—This study focused on machine-learning-based object
recognition using the terahertz (THz) band time-domain spec-
troscopy (TDS) measurements. The reflection responses from each
object showed severe depth dependence due to the out-of-focus
effect, which was hardly compensated in the analytical propagation
model. Such depth dependence severely limits the application range
of THz-TDS-based object recognition, where the depth adjustment
is not easily achieved, such as in subsurface imaging or industrial
product inspection in an assembly line. In this study, we developed
a simple adaptive depth signal conversion scheme using a cali-
bration object before neural-network-based supervised learning.
Experimental validations using several mono- or disaccharides and
their THz-TDS data demonstrated that our compensation scheme
successfully enhanced the recognition ratio.

Index Terms—Depth-adaptive conversion, object recognition,
spectroscopic imaging, submillimeter wave, terahertz (THz) wave.

I. INTRODUCTION

T erahertz (THz) band waves, which are electromagnetic
waves from 100 GHz to 10 THz, are located in the

frequency domain between near-infrared light and millimeter
waves; thus, THz band waves provide both microscale spatial
resolution and millimeter-class penetration depth. Thus, this
imaging technology is promising for various applications such
as the noninvasive medical diagnosis of skin diseases [1]–[3],
the determination of prohibited drugs [4], or the pesticide
detection [5], based on chemical composition analysis using
spectroscopic information. By focusing on chemical compound
analysis or polymer identification, supervised machine learning
approaches such as neural networks (NNs) have been developed
by exploiting the spectroscopic feature originating from a chem-
ical compound. Several studies have focused on target iden-
tification or recognition using THz time-domain spectroscopy
(THz-TDS) data such as hepatic tumor detection [6], chemical
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compound analysis [7]–[9], transgenic ingredients [10], and
other materials [11], [12].

However, the aforementioned approaches assume that the
reflection responses are observed in situations, in which the
focal depth point is accurately adjusted within a 1-mm scale.
Most THz imaging systems (e.g., THz-TDS) require prior me-
chanical adjustment to ensure that the focal point is on the
target surface; this process narrows the possible applications,
where the surface depth would vary according to the measure-
ment sequences, such as industrial product inspection on the
assembly line or embedded object recognition. However, to the
best of our knowledge, there is no literature focusing on object
identification. Additionally, several studies [13] have demon-
strated that a reflection signal has significant dependence on the
depth of the reflection point; this is caused by electromagnetic
interference effects such as caustic effects or the aberration of
the dielectric lens. Thus, these depth-dependent effects incur
a lower recognition performance when the training data are
selected from a dataset containing only on-focus reflections.
One can conceive that these dependencies can be compensated
for by an analytical approach using Green’s function; however,
the aforementioned propagation effect is hardly a model of
analytical form because it depends on the actual dielectric design
of the transmitter and receiver lens. To overcome this problem,
this study introduces a simple depth conversion scheme using
the transfer function, which was preliminarily attained from
a reflection of the reference target, such as a metallic plate.
Notably, while our previous study [13] focused on issues with
multilayer structure analysis, where the material thickness was
analyzed by measuring the unfocused depth, this study handled
a different problem of object identification at the unfocused
depth issue using a machine learning scheme. Our THz-TDS
experiments on four different types of polymers enclosed in a
small capsule confirmed that our depth compensation approach
remarkably enhances the recognition grade compared with that
obtained without depth compensation, namely, the conventional
approach.

II. METHOD

A. Adaptive Depth Conversion Scheme

In this study, we assume a THz-TDS measurement model, in
which the focal depth is defined as Dfoc. Assuming a number
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of unknown polymer targets, our method identifies the chemical
material using the backscattered reflection signal. Considering
the reflection signal from a target located at a depth ofD, s(t;D)
denotes the recorded electric field measured at the receiver lens.

There are various approaches for object recognition using
frequency responses provided by THz-TDS; however, a target’s
frequency characteristic largely depends on the depth of the
object. In particular, the frequency response at an out-of-focus
depth is significantly different from that obtained at an on-focus
depth. This depth dependence characteristic would be hardly
modeled by an analytical form, because such an effect is caused
by the electromagnetic interference, caustic effect, or the aber-
ration effects due to wideband THz beam and would be affected
by the actual design of a transmitter and receiver lens, including
the supporting device. According to this background, this study
first introduces a simplified depth-adaptive conversion scheme
from off- to on-focus observation, using the reference signal
based calibration with a linear transfer function model. In this
method, we use the reflection responses from reference target,
such as a metallic plate or an empty capsule, at different depths.
Let Sref(ω;Dfoc) and Sref(ω;D) be as the complex-valued
reflection responses from the reference target at depths for the
on-focus Dfoc and off-focus D, respectively. The frequency
dependence due to different depth reflection is compensated via
the following transfer function:

Ŝ(ω;Dfoc) =
Sref(ω;Dfoc)

Sref(ω;D)
× S(ω;D) (1)

where S(ω;D) denotes the reflection response from the un-
known target at depth D.

B. NN-Based Identification

Focusing on object recognition using the above frequency
responses, this study introduces an NN-based classifier as fol-
lows. The NNs are well known as promising supervised and
nonlinear classifiers introduced in many studies for the THz
band [14]–[16]. The most distinguished advantage of the NN
is that high-dimensional input data could be classified via the
nonlinear activation function based on the number of hidden
layers with numerous neurons. The proposed NN scheme is
described as follows.

Here, the input vector X for the machine learning identifica-
tion is defined as follows:

X ≡ [Re[Ŝ(ω1;Dfoc)], . . . ,Re[Ŝ(ωN ;Dfoc)],

Im[Ŝ(ω1;Dfoc)], . . . , Im[Ŝ(ωN ;Dfoc)]]
T

(2)

where N denotes the total number of frequency points, thus
covering the effective bandwidth of the received signal. Note
that the input vector is only used for the reflection signal at the
depth Dfoc; specifically, training data at the difference depth
reflection are not necessary for this method, which is one of the
most significant advantages of our proposed method.

Fig. 1. (a) and (b) Right: Measurement setup with the THz-TDS system. Left:
Arrangement of objects enclosed plastic capsule.

III. RESULTS AND DISCUSSIONS

A. Experimental Setup

Fig. 1 shows the measurement setup and object arrangement
using the THz-TDS system provided by Spectra Design Co.,
Ltd. Four types of objects, namely, lactose, maltose, glucose,
and sucrose, were used. To collect the number of data samples,
each object was enclosed in a plastic capsule and was located at
four different locations, as shown in Fig. 1, including the empty
capsule. A photoconductive dielectric lens antenna, which had
a 25-mm focal depth, was scanned on the plane with a fixed
interval of 0.25 mm. The transmitted pulse-modulated signal had
a frequency range of 0.05–0.2 THz, i.e., 0.15-THz 3-dB band-
width. As the training or test data input, the complex frequency
responses from 0.1–0.2 THz are sampled with a 6.25-GHz inter-
val, namely, 17 frequency samples were extracted. In particular,
the training dataset is extracted from only Sref(ω;Dfoc) and
S(ω;Dfoc), namely, the reflection responses from the reference
and four different objects at focal depth D = 25 mm.

Four different depths of 25 mm (Case 1), 31 mm (Case
2), 35 mm (Case 3), and 40 mm (Case 4) were investigated,
where Case 1 corresponds to the on-focus case. For adaptive
depth conversion, we prepared two types of reference targets
at each depth. One was the reflection signal from the metallic
plate with a 99.5-mm width, 14.95-mm length, and 1.57-mm
thickness, called “Reference A,” and the other was that from the
empty capsule called “Reference B.” Fig. 2 shows the frequency
responses for the objects and reference target at different depths.
As shown in this figure, there was significant dependence on
the observation depth, particularly in the case of the off-focus,
and the 3-dB bandwidths became considerably narrower than
that of the on-focus signal. It was considered that an aber-
ration effect causes incoherency among different wavelengths
at the out-of-focus depth. Thus, if the input vectors are not
compensated for at the off-focus signal, the recognition rate
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Fig. 2. Frequency responses at different depths from each object. (a) D = 25
mm. (b) D = 31 mm. (c) D = 35 mm. (d) D = 40 mm.

would be downgraded because of the above mismatch of the
frequency response. Note that it is extremely difficult to simulate
the frequency spectrum at each depth for referential data in
Fig. 2, because it is impractical to simulate the spatial area over
200 mm (200 wavelengths), including the photo-conductive an-
tenna (PCA) and objects, using a reliable forward solver, such as
the 3-D finite-difference time-domain analysis. However, there
are many open databases to investigate the frequency responses
as to absorbance or transmittance, such as http://thzdb.org/
or https://webbook.nist.gov/chemistry/thz-ir/ , including these
frequency bands.

B. Results

1) Depth Conversion: First, we investigated the depth con-
version results using (1) as follows. Figs. 3–6 show the results
of the adaptive depth conversions for all materials at different
depths, and these demonstrated that our compensation scheme
successfully reconstructed the on-focus reflection from the off-
focus signal at any depth according to (1). From these figures,
we could confirm that the converted data using Reference A
provide a more accurate reconstruction of the focal depth at
25 mm, especially for D = 35 and D = 40 mm, compared
with those obtained using Reference B. In addition, focusing
on the higher frequency range at 0.2 THz, Reference B could
not offer an accurate reconstruction because it is the reflection
from the empty capsule, and its bandwidth is narrower than
that of Reference A (see Fig. 2); therefore, it suffers from
low signal-to-noise ratio (SNR) in a high-frequency range. To
validate our method, the following quantitative criteria with the
normalized root-mean-square errors (NRMSE) for the response
reconstruction are introduced as follows:

NRMSE =

√∑N
i=1 |S(ωi;Dfoc)− Ŝ(ωi;Dfoc)|2∑N

i=1 |S(ωi;Dfoc)|2
(3)

where N denotes the number of frequency samples, which was
17 in this case. Tables I–III show the NRMSE for each depth
and reference target. In this study, a reflection response from
each target S(ω,D), e.g., sucrose, is converted to the focused

Fig. 3. Real and imaginary parts of complex-valued frequency responses
at the case of “sucrose,” with or without adaptive depth conversion at the
different depths. Black, red, and blue lines denote S(ω;Dfoc), Ŝ(ω;Dfoc)

with “Reference A,” and Ŝ(ω;Dfoc) with “Reference B,” respectively. Black
dot line denotes S(ω;D). (a) D = 31 mm. (b) D = 31 mm. (c) D = 35 mm.
(d) D = 35 mm. (e) D = 40 mm. (f) D = 40 mm.

TABLE I
NRMSE AT THE DEPTH OF D = 31 mm

TABLE II
NRMSE AT THE DEPTH OF D = 35 mm

TABLE III
NRMSE AT THE DEPTH OF D = 40 mm

data as S(ω,Dfoc) in (1), using both reference signals of the
focused and unfocused depths, denoted as Sref(ω;Dfoc) and
Sref(ω;D), respectively, where References A and B are tested.
These tables demonstrate that the proposed conversion scheme
using Reference A could reconstruct the depth dependence
component, compared with that using Reference B, which would
contribute to upgrading the recognition performance.

2) Object Identification: Next, the object identifications are
tested as follows. Fig. 7 shows the details of the NN structure
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Fig. 4. Real and imaginary parts of complex-valued frequency responses
at the case of “glucose,” with or without adaptive depth conversion at the
different depths. Black, red, and blue lines denote S(ω;Dfoc), Ŝ(ω;Dfoc)

with “Reference A,” and Ŝ(ω;Dfoc) with “Reference B,” respectively. Black
dot line denotes S(ω;D). (a) D = 31 mm. (b) D = 31 mm. (c) D = 35 mm.
(d) D = 35 mm. (e) D = 40 mm. (f) D = 40 mm.

TABLE IV
CONFUSION MATRIX USING REFERENCE A (D = 31 mm)

assumed in this test. We assume one input, hidden, and output
layers for simplicity, where the number of neurons of the hidden
and output layers is ten and four, respectively. The backpropaga-
tion approach is employed in the training phase, where the scaled
conjugate gradient optimization is implemented [17]. Regarding
input data sampling, since the set of PCA transmitter and receiver
is scanned on the plane at the depth of 0 mm, we determine
the ten sampling points that offer the largest magnitude of the
THz-TDS response s(t;Dfoc) at 25-mm depth for each target,
which are the training dataset in the proposed NN. Fig. 8 shows
the sampling data extraction scheme from the focused THz-TDS
image for each object. The test samples are extracted from the
unfocused case as 1 mm (Case 2), 35 mm (Case 3), and 40 mm
(Case 4) with the same process. Then, the total training and test
samples are extracted as ten samples from four objects; hence,
the total numbers of them are both 40.

Tables IV–XII show the examples of the 4 × 4 confusion
matrices in each depth and with each reference signal. In addi-
tion, we investigated 100 training trials because the optimization

Fig. 5. Real and imaginary parts of complex-valued frequency responses
at the case of “lactose,” with or without adaptive depth conversion at the
different depths. Black, red, and blue lines denote S(ω;Dfoc), Ŝ(ω;Dfoc)

with “Reference A,” and Ŝ(ω;Dfoc) with “Reference B,” respectively. Black
dot line denotes S(ω;D). (a) D = 31 mm. (b) D = 31 mm. (c) D = 35 mm.
(d) D = 35 mm. (e) D = 40 mm. (f) D = 40 mm.

process in the training step includes a random search process at
the initial step; thus, each training result is variable to a random
number seed. Fig. 9 shows the box plots for the recognition rates
of target identification using 100 confusion matrices. Here, the
vertical axis of these box plots, namely, the recognition rate,
denotes the average of the sensitivities for four materials, that
is, the averages of the diagonal components of 100 confusion
matrices as from Tables IV–XII. Note that the box plot test
has been massively introduced in many studies in the machine
learning field [18]–[20], which has been admitted as one of
the most reliable statistical criteria in handling the asymmet-
ric probabilistic distribution having some outliers. The median
values of the recognition rates for the depth of 31, 35, and
40 mm are 97.5%, 100%, and 90% for Reference A, 100%,
40%, and 58.75% for Reference B, and 25%, 25%, and 25% for
the raw data, respectively. These box plots and median values
demonstrate that our proposed method, especially using Refer-
ence A, remarkably upgraded the recognition rates in all cases,
above 90%. For Reference B, the results suffered from lower
recognition rate for the cases of 35 and 40 mm because reflec-
tion from the empty capsule included some multiple scattering
effects inside the capsule, which might not have been included
in reflections from the polymer capsule. On the contrary, in the
case of 31 mm, the conversion scheme using Reference B attains
the highest recognition rate as in Fig. 9(a), which is because the
reflection signals in the case of 31 mm have relatively large
SNR, compared with those obtained at 35 or 40 mm, and its
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Fig. 6. Real and imaginary parts of complex-valued frequency responses
at the case of “maltose,” with or without adaptive depth conversion at the
different depths. Black, red, and blue lines denote S(ω;Dfoc), Ŝ(ω;Dfoc)

with “Reference A,” and Ŝ(ω;Dfoc) with “Reference B,” respectively. Black
dot line denotes S(ω;D). (a) D = 31 mm. (b) D = 31 mm. (c) D = 35 mm.
(d) D = 35 mm. (e) D = 40 mm. (f) D = 40 mm.

Fig. 7. Structure of a neural network.

Fig. 8. Data sampling scheme from the focused THz-TDS image.

Fig. 9. Box plots of recognition accuracies at different depths. Red line:
Median. Lower and upper boundaries of box denote 25% and 75%. Lower and
upper whisks denote the ±2.7 standard deviation range, respectively. Red cross
points are outlier over the whisks. (a)D = 31mm. (b)D = 35mm. (c)D = 40
mm.

TABLE V
CONFUSION MATRIX USING REFERENCE A (D = 35 mm)

TABLE VI
CONFUSION MATRIX USING REFERENCE A (D = 40 mm)

TABLE VII
CONFUSION MATRIX USING REFERENCE B (D = 31 mm)

frequency responses are not too far from those obtained from
focused 25-mm depth, even when using Reference B, where a
multiple scattering between the upper and lower sides of capsule
might be negligible. Nonetheless, we clearly demonstrated that
the depth conversion scheme is considerably effective compared
with those not using this scheme.

Furthermore, we investigated the case using different fre-
quency ranges of the input data in the proposed NN process.
Considering the frequency responses of each depth, we extract
the frequency range of 0.05–0.25 THz, which still has significant
responses compared with other bands (see Fig. 2). Fig. 10 shows
the box plot in this case, where each indication is defined as in
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TABLE VIII
CONFUSION MATRIX USING REFERENCE B (D = 35 mm)

TABLE IX
CONFUSION MATRIX USING REFERENCE B (D = 40 mm)

TABLE X
CONFUSION MATRIX USING RAW DATA (D = 31 mm)

TABLE XI
CONFUSION MATRIX USING RAW DATA (D = 35 mm)

TABLE XII
CONFUSION MATRIX USING RAW DATA (D = 40 mm)

Fig. 10. Box plots of recognition accuracies at different depths at the frequency
range from 0.05 to 0.25 THz. Red line: Median. Lower and upper boundaries of
box denote 25% and 75%. Lower and upper whisks denote the ± 2.7 standard
deviation range, respectively. Red cross points are outlier over the whisks.
(a) D = 31 mm. (b) D = 35 mm. (c) D = 40 mm.

Fig. 9. Fig. 9 also demonstrated that our depth-adaptive conver-
sion scheme would be effective in wideband inputs; especially,
the conversion with Reference A would offer a high recognition
rate in any depth. Notably, while we can choose the data with
a high frequency above 0.5 or 1.0 THz, the responses would
be highly contaminated by the noise, and we consider that they
could not provide meaningful results or discussions in this case
because the training performance of the proposed NN would
experience overfitting phenomena.

IV. CONCLUSION

This study focused on the THz-TDS data-based identification
of objects using a supervised NN approach, assuming that the
depth of the target could not be accurately adjusted to the focal
depth, such as during product inspection in an assembly line
or the recognition of a buried object embedded in plastic or
paper. To achieve depth-free recognition, this study newly intro-
duces transfer-function-based depth-adaptive conversion using
the reflection signals from reference targets at different depths.
For the experimental tests, with identification of four types of
objects, our method accurately converted the off-focus reflection
to on-focus signals, which were input into NN-based learning.
The notable feature of this method is that we only need to
measure the reflection signals from metallic plates at possible
depths, thus avoiding the additional acquisition of training data
at each depth.
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