
4370 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Diffraction Signal-Based Human Recognition in
Non-Line-of-Sight (NLOS) Situation for Millimeter
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Abstract—In driver assistance or self-driving systems,
millimeter-wave radar is an indispensable sensing tool because
of its applicability to all weather conditions or non-line-of-sight
(NLOS) sensing.This study focuses on a human recognition
issue in the NLOS scenario by applying the support vector
machine (SVM)-based machine learning approach to a diffraction
signal.We show that there is a significant difference in diffraction
signals between man-made objects (e.g., metallic cylinder and
human body) even without motion.Hence, by exploiting such
difference, an SVM achieves a high recognition rate, even in deeply
NLOS situations.The experimental investigation, using a 24-GHz
millimeter-wave radar in an anechoic chamber demonstrates that
a diffraction signal-based recognition accurately classifies the
real human and human mimicking man-made object, even in the
NLOS scenario shielded by the parking vehicle.

Index Terms—Automotive radar, diffraction effect, millimeter-
wave (MMW) radar, non-line-of-sight (NLOS) detection,
pedestrian detection, radar beamforming, supervised machine
learning.

I. INTRODUCTION

S ELF-DRIVING automotive technology has been consid-
erably advanced in recent years. The main environmental

optical sensors, such as a camera or a laser range finder, are not
applicable to bad weather conditions (e.g., rain, fog, and other
smoggy situations) that limit driver’s visibility and may cause an
accident especially at night. Millimeter-wave (MMW) radar is an
essential module of self-driving technology or advanced driver
assistance systems (ADAS) because it can provide a reliable
and environmentally robust sensing of surroundings, such as
pedestrians in the vicinity of the vehicle, stationary objects (e.g.,
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guardrails and barriers), and nearby vehicles, even in severe
weather conditions. Particularly, in the pedestrian scenario, each
motion of the human body (e.g., of arms and legs) exhibits a
unique and periodic characteristic in Doppler velocity, which is
often referred to as the micro-Doppler signature. Several studies
have demonstrated that micro-Doppler features extracted from
temporal frequency analysis can serve as an important basis
and method of human–vehicle classification [1]–[9]. Xu et al.
improved the range and Doppler velocity resolution assuming
the micro-Doppler analysis in the line-of-sight (LOS) scenario
[10]. The study [11] explored differences between Doppler
signatures resulting from the motion of two different observation
objects, the human body, and the vehicle, with a 24-GHz radar.
In [12], pedestrian body movements and bicycle rotation-related
micro-Doppler frequency shifts with significant variations were
used to distinguish pedestrians and bicyclists from other objects
on the road. Khomchuk et al. introduced a motion direction
estimator for pedestrians in automotive radar [13]. In addition,
MMW radar has been used to detect the human gait level
[14]–[16] and limb motion [17] in a short-range and stationary
environments or through-the-wall situations [18]–[21].

The aforementioned studies have focused on the machine
learning-based human recognition or classification by an MMW
radar. A previous study [22] has reported that by extracting
features from distance and obtaining Doppler profiles, greater
than 90% accuracy can be achieved when distinguishing be-
tween cars and pedestrians using a support vector machine
(SVM). The literature [23] reported used an SVM to classify the
pedestrians, cyclists, and vehicles using radar crosssection data,
and another study [24] introduced a deep neural network-based
gait level recognition system using micro-Doppler components.
However, these studies assumed completely LOS scenarios, and
few studies have focused on target identification issues in non-
LOS (NLOS) situations, which would be important in real-world
collision avoidance scenarios, such as children suddenly running
out behind parked vehicles, that cannot be observed by a driver.

As the studies dealing with the NLOS case, the study [25]
exploited multiple reflections in a complicated indoor situation
and [26] discussed the limitations of detecting a human behind
a wall. However, there are no studies that directly compared a
diffraction signal between a human body and man-made objects,
such as metallic cylinder or vehicles, which should be considered
in the actual collision warning system to detect walking or
running children that are invisible because of obstacles, such
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as parked vehicles. Hence, this study focuses on human body
recognition from artificial objects using raw radar data-based
machine learning recognition. Of note, an SVM is used in our
proposed scheme, which has been developed and applied to
various types of recognition schemes, by exploiting the so-called
kernel trick for the nonlinear classification problem.

Specifically, we focus on the recognition scheme by exploiting
a diffraction complex time series data for an SVM nonlinear
classifier, where a unique characteristic of a human body even
at static motion would be recognized from other artificial objects
such as a metallic cylinder. Of note, the challenging issue in this
scenario is that the strength of the diffraction signal is consid-
erably lower [i.e., extremely low signal-to-noise ratio (SNR)],
especially in the NLOS case. Therefore, we introduce a noise
reduction scheme and design several types of feature vectors,
where their time-variant structure is effectively implemented,
and that its effectiveness has been demonstrated using a simple
metallic plate obstacle in [27].

In the experimental validation, we use a 24-GHz band
frequency-modulated continuous wave (FMCW) radar and as-
sume two shielding objects, e.g., a metallic plate and a real
vehicle such as SUV, where a real human body and a human-
mimicking metallic cylinder are the targeted objects for the
recognition located at both LOS and NLOS areas. The signifi-
cance of this article is that we conducted a number of experimen-
tal tests, and the results demonstrate that the diffraction signal
from a static human body differs considerably from that of a
man-made object (i.e., a metallic cylinder), which contributes
significantly to the high recognition rate in NLOS human detec-
tion and collision avoidance systems with an automotive radar
sensor. Additionally, SVM-based classifiers can provide a much
higher recognition rate even in NLOS situations by exploit-
ing the time-variant complex reflection or diffraction signals.
Furthermore, as a significant update to the literature [27], this
study also demonstrates a high recognition performance between
upright standing and stepping motions with real humans, which
could be more informative in terms of providing reliable driver
assessments in realistic collision avoidance scenarios.

II. METHOD

A. Observation Model

In this study, a pulse Doppler radar or the FMCW radar system
is assumed; let τ be the slow time, which has a discrete form
sampled by the pulse repetition interval (PRI). The recorded
complex signal is denoted as s(R, τ), where R = ct/2, and t
and c denote the fast time and speed of c of a radio wave in air,
respectively.

Assuming NLOS or LOS situations, it is necessary to de-
termine whether the recorded signal has a human originating
feature. Here, because the radar can accurately measure the
range from the sensor to the target by analyzing the measured
data s(R, τ), e.g., local peak search of |s(R, τ)|, we focus on
a specific range R̃, where the target exists and analyze time
variance along the slow-time τ direction. Note that, R̃ can be
extracted from the local maxima of s(R, τ) along the R-axis.

Fig. 1. (a) Observation geometry. Green broken line is the boundary divided
by the LOS and NLOS area by the metallic shield. (b) Optical image including
the radar site and metallic shield in an anechoic chamber. Lower figure shows
human body and metallic cylinder shadowed by the metallic shield.

First, we introduce a simple feature vector x as

x ≡ (s(R′, τ0), s(R′, τ1), . . . , s(R′, τN )
)

(1)

B. Support Vector Machine (SVM)

There are various types of recognition or classification meth-
ods such as linear, quadratic, or nonlinear discrimination anal-
yses, specifically, logistic regression, random forest, k-means,
hidden Markov model, neural network, and SVM. As a powerful
and promising recognition approach, this study introduces an
SVM-based nonlinear classifier. An SVM is one of the most
promising and effective classifiers, which has been already
applied to various types of classification issues [28]. Here, we
briefly explain the basis of the SVM as follows. First, an SVM
exploits a linear or nonlinear conversion from original data
samples to those in the hyperspace to separate data samples
by maximizing the margin to the separation boundary in the
hyperspace. The aforementioned problem can be expressed as

minimize ||w||
subject to : yi(ω

Txi − b) ≥ 1, for i = 1, ..., n (2)
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Fig. 2. Observation data at each target and Case at the metallic plate shield. First line: Radar raw data along slow time τ at the metallic cylinder target. Second
line: Radar raw data along slow time τ at the static human body. Third line: Complex value reflection signal at R = 5587 mm, along slow time τ for both target
case. (Blue and red lines denote the real and imaginary part of signal from human body. Orange and purple lines denote the real and imaginary part of the signal
from the metallic cylinder.) Fourth line: Scattered plot of complex signal data for each case at R = 5587 mm. (Magenta and blue dots denote data of metallic
cylinder and human body, respectively.). (a) Case A. (b) Case B. (c) Case C. (d) Case A. (e) Case B. (f) Case C. (j) Case A. (k) Case B. (l) Case C.

where yi ∈ ±1 denotes the output of the hyperspace conversion
and ω is the normal weight vector to the hyperplane.

In most cases of classification problems, the training data
could not be separated in the linear plane; a nonlinear data
mapping is indefensible to achieve a higher classification per-
formance. However, its computational complexity will greatly
increase because of several nonlinear mapping operations. To
achieve a nonlinear hyperspace conversion with less complex-
ity, an SVM introduces a kernel trick, which can avoid the
explicit mapping of data sample using only the inner product
on the hyperspace. Note that, the kernel function transforms the

training data so that a nonlinear surface could be transformed to
a linear equation in nonlinear hyperspaces, and it makes role of
the inner product between two points in the assumed hyperspace.
Let φ(x) be a nonlinear mapping operator; the kernel operator
is defined as

K(x1,x2) = φ(x1)
Tφ(x2). (3)

Of note, the aforementioned inner products in the hyperplane
can be directly calculated without a nonlinear mapping oper-
ator, which greatly reduces the computational cost. Here, we
introduce the most promising kernel function as the Gaussian
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TABLE I
CLASSIFICATION RESULTS AND SNRS IN EACH CASE AND FEATURE EXTRACTION SCHEME AT THE METALLIC PLATE SHIELD

Fig. 3. Experimental geometries in the case of the real vehicle obstacle at
different distance to the target. Blue broken line denotes the boundary divided
by the LOS and NLOS area by SUV. (a) R = 5 m. (b) R = 10 m.

kernel

K(x1,x2) = exp

(
−
∣∣x1 − x2

∣∣2
2σ2

)
(4)

where σ is the parameter of the Gaussian function and it is
empirically determined. Gaussian kernel is one of the most
useful kernels, where the prior knowledge of the data sample
is not available.

C. Feature Extractions

The most important and critical part of the SVM is the feature
extraction, and we introduce several different feature vectors
for the SVM training using the real and imaginary parts of
the discrete-time signal x. To discriminate between an actual
pedestrian and other objects (e.g., utility pole and guardrail), we
introduce feature vectors by considering a temporal structure
along slow time; it is based on the fact that even in static mo-
tion, the human body produces motion by breathing or posture
control, which causes a slight displacement of the surface of
human skin.

Hence, in this study, the following four types of features are
introduced.

Feature 1:s(R, τ).
X1 ≡ x1, where

x1[i] = (x[i]). (5)

Feature 2: s(R, τ) and ∂s(R,τ)
∂τ .

X2 ≡ (x2[1],x2[2], . . . ,x2[N ], where

x2[i] =

(
x[i],

x[i+ 1]− x[i− 1]

t[i+ 1]− t[i− 1]

)T

. (6)

Feature 3: A number of time shifted data of s(R, τ) along τ
direction.
X3 ≡ (x3[1],x3[2], . . . ,x3[N ]), where

x3[i] = (x[i], x[i+ 1], . . . x[i+M ])T . (7)

where M denotes the length in the time shift.
Feature 4: Short time Fourier transform (STFT) of s(R, τ) in

the τ direction.
X4 ≡ (x4[1],x4[2], . . . ,x4[N ]), where

x4[i] = FDFT
[
(x[i], x[i+ 1], · · ·x[i+M ])T

]
(8)

where FDFT[∗] denotes the discrete Fourier transform opera-
tor, and M denotes the length of the DTFT.

It should be noted that all features are extracted at the specific
range R′, which can be extracted from the local peak of the
average signal of |s(R, τ)|.

III. EXPERIMENTAL TEST

A. Experimental Setup

This section describes the recognition performance by assum-
ing pedestrian detection in LOS or NLOS situations. Fig. 1
shows the scene and geometrical setup for the experimental
measurement in an anechoic chamber, provided by the Ap-
plied Electro-Magnetic Research Institute, National Institute
of Information and Communications Technology (NICT). We
use the FMCM multiple-input multiple-output radar produced
by Sakura Tech Corp., which has a 24-GHz center frequency
and a 700-MHz bandwidth. The sweep interval in the FMCW
sequence is 5.2 ms, which corresponds to the PRI as the sampling
interval of the slow time τ . The horizontal beamwidth is wide
± 45°, and the vertical beamwidth is narrowed to ± 6.5°. The
optical image in Fig. 1 visualizes the upper part of the human
body; the radar cannot receive a direct reflection because of
a much narrow horizontal beam, i.e., the NLOS situation is
recognized. We assume two different types of targets. One is a
metallic cylinder with a 200-mm diameter and 300-mm height,
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TABLE II
CLASSIFICATION RESULTS AND SNR WITH 0.35-M HEIGHT OF THE RADAR IN THE CASE OF THE REAL VEHICLE OBSTACLE

Fig. 4. Experimental scenes for each target and case with a real vehicle
obstacle. (a) A, Cylinder. (b) A, Human. (c) B, Cylinder. (d) B, Human. (e)
C, Cylinder. (f) C, Human.

which is put on the styrofoam table with a 200-mm height,
that is the same height level as the radar. The other target is
a real human with a 1700-mm height and wearing light clothes,
who stands still during the measurement without motion. In
the following evaluations, all reflection data were subtracted by
the background data, which have been measured at a situation
without any targets and shielding object and includes only direct
or multipath reflection of the anechoic chamber.

B. Shield: Metallic Plate

The metallic shielding plate with 1000-mm width and
1000-mm height is positioned on the left-hand side from the
radar, which generates the NLOS area. We put the metallic
cylinder or the human body behind the metallic shield and
generate LOS and NLOS situations by changing the location of
these two objects along the y-axis, as shown in Fig. 1. Although

the height of the shielding plate is lower than that of a human,
the radar has a much narrower vertical beam compared to that a
horizontal beam, and the NLOS case can be generated using this
shield. Here, the radar receives a reflection signal from the object
or obstacles at nearly the same height as the radar, e.g., 0.35
or 0.5 m. Then, even if the upper side of the human body is visible
in the optical camera (see Fig. 1), the radar cannot receive a direct
reflection echo from the NLOS area. We assume three cases, i.e.,
Case A (the target is in the LOS area), Case B [partially NLOS
(target is on the boundary between LOS and NLOS areas)], and
Case C [complete NLOS (target is completely within the NLOS
area)], as shown in Fig. 1.

Fig. 2(a)–2(f) shows the reflection responses s(R, τ) for each
case, and we clearly recognize two distinguished echoes at R �
4.5 and R � 5.7 m, which correspond to the reflections from
the metallic plate and objects (cylinder or human body), respec-
tively. The aforementioned figures also indicate that the signal
strength from the object becomes weaker in the NLOS case,
compared with that in the LOS case. Fig. 2(g)–2(i) illustrates the
real and imaginary parts of reflection responses versus slow time
τ and Fig. 2(j)–2(l) also show the Gaussian plane distributions
of the complex reflection data s(R, τ) at the fixed distance of
R = 5587 mm, where each target exists in each case and the
number of samples along the slow time direction is 550; then,
the total observation time is 2.86 s. By extracting the range-τ
data at a specific range in which that target exists, an unnecessary
reflection, such as shielding plate or multipath scattering in the
chamber, could be excluded from the test data, and then, we
could focus on only the diffraction or reflection signal from
the targets (e.g., a cylinder or the human body). The results for
Case A show that there are clearly unique characteristics in the
pedestrian reflection response in its phase change, which are not
observed for the metallic cylinder. Of note, because a human
would hold the same posture without motion, this phase change
is caused by breathing or slight displacement because of human
posture control. Note that, we have also confirm that these phase
changes could be measured from human without breathing,
and this displacement is mainly caused by posture control in
considering the height of radar beam (lower than human breast).
Nevertheless, it is expected that the aforementioned difference
between a metallic object and a static human is promising for the
classification issue. In contrast, in case C (i.e., complete NLOS),
the signal strength becomes considerably lower compared to the
direct reflection signal in the LOS case; thus, it suffers from
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Fig. 5. Scattered plot on the Gaussian plane of reflection signals from human body without motion and metallic cylinder, where the height of the radar is set to
0.35 m, in the case of the real vehicle obstacle. Blue and magenta dots denote the response from the human body without motion and metallic cylinder, respectively.
(a) A, R = 5m. (b) B, R = 5m. (c) C, R = 5m. (d) A, R = 10m. (e) B, R = 10m. (f) C, R = 10m.

Fig. 6. Scattered plot on the Gaussian plane of reflection signals from the human body without motion and metallic cylinder, where the height of the radar is set to
0.5 m, in the case of the real vehicle obstacle. Blue and magenta dots denote the response from the human body without motion and metallic cylinder, respectively.
(a) A, R = 5m. (b) B, R = 5m. (c) C, R = 5m. (d) A, R = 10m. (e) B, R = 10m. (f) C, R = 10m.
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Fig. 7. Scattered plot on the Gaussian plane of each reflection signal from the human body with and without stepping motion, where the height of the radar is set
to 0.35 m. Blue and magenta dots denote the response from human without and with stepping motion, respectively. (a) A, R = 5m. (b) B, R = 5m. (c) C, R = 5m.
(d) A, R = 10m. (e) B, R = 10m. (f) C, R = 10m.

Fig. 8. Scattered plot on the Gaussian plane of each reflection signal from the human body with and without stepping motion, where the height of the radar is set
to 0.5 m. Blue and magenta dots denote the response from human without and with stepping motion, respectively. (a) A, R = 5m. (b) B, R = 5m. (c) C, R = 5m.
(d) A, R = 10m. (e) B, R = 10m. (f) C, R = 10m.
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TABLE III
CLASSIFICATION RESULTS AND SNR WITH 0.5-M HEIGHT OF THE RADAR IN THE CASE OF THE REAL VEHICLE OBSTACLE

TABLE IV
PARAMETER DEPENDENCE OF M IN THE CASE C IN THE REAL

VEHICLE OBSTACLE

a much lower SNR value. In addition, there is a significant
difference between LOS and NLOS cases due to the contamina-
tion of additive random noise, which masks the characteristic
feature inherent to human motion. Thus, a noise reduction
scheme or an appropriate feature extraction is required by con-
sidering a unique temporal structure by human body motion. In
addition, diffraction would occur at the corner of the shielding
plate. Here, the vertical beam is quite narrow (±6.5 deg); thus,
a transmitting signal could not directly reach targets located at
the NLOS area, i.e, case C, and the received signal in case C
primarily contains the diffraction signal from the corner of the
shield.

Next, the classification results are validated by an SVM using
different feature vectors as described in Section II-C. We set the
number of training and test datasets to 500 and 50, respectively,
which is common for both pedestrian and cylindrical targets.
Particularly, three discrete samples along slow time are used
in Features 3 and 4. Table I quantitatively validates the effec-
tiveness of our approach that the features, including temporal
variance, have a certain level of superiority to that obtained using
the raw data (Feature 1), especially for Features 3 and 4 with 80
% higher recognition rates. Of note, we tested a different number
of sequences in Features 3 and 4 and confirmed that the chosen
number of sequences slightly exceeds the recognition rate than
other numbers; and then, there was no severe sensitivity for the
chosen number of data sequences.

C. Shield: Real Vehicle

Next, we perform the test using another obstacle (i.e., a
real vehicle), which simulates human body detection behind a
parking vehicle. Figs. 3 and 4 show the observation geometries
with two different distances, and the actual scenes for each case,
where the SUV vehicle is located to the left side from the radar.
Similar to the approach described in the previous subsection,
we use a metallic cylinder object as a nonhuman target and a
real human target, the dimension of which is the same as in the
previous section. LOS (Case A), partially NLOS (Case B), and
completely LOS (Case C) are assumed, as shown in Figs. 3 and
4. We investigated two different scenarios, where the distances
to the target are selected as 5 or 10 m. Here, the height of the
radar is set to 0.35 m.

Fig. 5 shows the Gaussian distribution of the complex-value
signal for each object. As shown in Fig. 5, especially for the
Cases A and B, we could recognize a substantial phase change
in human body reflection or diffraction signal, which was not
recognized in those from metallic cylinder. Table II shows
the quantitative analysis for the recognition rate between the
cylinder and the human body for each target’s distance and
radar height, and demonstrates that Features 3 or 4 provide a
recognition rate higher than 80% even in the completely NLOS
case at both 5- and 10-m distance, which is similar to that
obtained in Table I using metallic plate shielding. Particularly,
for the 10-m-distance case, the recognition rate will be upgraded
to 100 % using any feature even in a complete NLOS situation.
While the vertical beamwidth of the radar is designed to be
narrow as ±6.5°, beam spread along the vertical direction is
nonnegligible in the far field case (10-m distance), compared to
that of the near field case (5-m distance). A part of the direct
scattering echo from the lower or upper part of the human body,
such as foot or head, can be received at the radar site, which
would enhance the equivalent SNR compared to the near field
case, as shown in Table II. Thus, the far-side case obtains a
higher recognition rate than that near-side case. This is beneficial
and convenient for the actual collision warning system in a
self-driving system because the driver could timely notice a
pedestrian shadowed by a parked vehicle.

D. Dependency of Radar Height

Additionally, we conducted a similar investigation using dif-
ferent radar heights. In this case, the radar height is set to
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TABLE V
CLASSIFICATION RESULTS AND SNR WITH 0.35-M HEIGHT OF THE RADAR BETWEEN HUMAN BODY WITHOUT AND WITH STEPPING MOTION

TABLE VI
CLASSIFICATION RESULTS AND SNR WITH 0.5-M HEIGHT OF THE RADAR BETWEEN HUMAN BODY WITHOUT AND WITH STEPPING MOTION

0.5 m, which is 0.15 m greater than that of the previous setting.
Fig. 6 shows the complex value reflection signal at each distance
from the metallic cylinder and static human. Table III shows the
recognition rates with different features and SNRs in this case.
These figures and table also demonstrate that the temporal fea-
ture of the radar signal directly offers a discriminating capability,
even at different radar heights. Of note, because the radar site
is slightly higher than that of a previous setting, the reflection
signal includes more components of human breathing, i.e., the
reflection from the upper part of a human. Note that a received
signal includes a reflection component along various paths,
including 3-D spreading, e.g., a floor, a ceiling, or the backside
wall of the anechoic chamber (or multiple reflections between
them). However, the training or test data for object recognition
are extracted by the local peak of the range profile by focusing
on the specific range where a target exists. Then, unnecessary
reflections from other paths with late or early arrivals could be
excluded from the test data.

In addition, we investigate the dependence of the parameter
M , namely, the data length in the Features 3 and 4. Table IV
shows the recognition results at the case C, and validates that
the recognition rates depend on the selectedM , and the results at
M = 3 provides a better performance in this case. We consider
that if M is too small, the time-dependent feature could not
be considered in the recognition, and if M is too large, the
recognition problem would be complex due to much higher
dimension input to the SVM.

E. Effect of Human Stepping Motion

This section describes the recognition performance for a
human with stepping motion. We assume two different motions
of the human body, i.e., standing upright without any motion

and standing upright with stepping motion at the same location.
This comparison allows us to discriminate the human motion
in the NLOS case, which allows the driver to better determine
whether a pedestrian would or would not jump out on the road.
Figs. 7 and 8 show the scattered plot on the Gaussian plane
of reflection responses, where the target is located 5 or 10
m from the radar site, and the radar height is set to 0.35 or
0.5 m. These figures indicate that there are significant discrep-
ancies in responses between with and without stepping motion,
and a larger phase change and amplitude variance are confirmed
for any case with stepping motion because the motion of each
part of the human body fluctuates the amplitude or phase of the
backscattered signal. However, in the case of the near side (5 m)
and with a lower height of radar (0.35 m), the responses are much
close between with and without motion, which is considerably
contaminated with a random noise. Furthermore, Tables V and
VI summarize the recognition rates for each case of a human
body without and with stepping motion and the SNRs. The
aforementioned table shows that a high recognition rate (e.g.,
higher than 75 %) is achieved even for the complete NLOS case,
except the case of 5-m distance and 0.35-m height, using Feature
4 (STFT), and this is because the Doppler velocity components
are more significant to recognize the motion of the human body.
Note that, we can see a certain level of the drop of the recognition
rate, compared with that of discrimination between the metallic
cylinder and the static human body, as shown in Tables II and
III, we consider that this occurs because both complex signals
of the human body without and with stepping motion include a
common component due to human breathing or posture control,
which does not occur in a metallic cylinder target. These results
show that we can recognize a situation, whether a human has a
motion or not, at a certain level of accuracy, which helps drivers
to make better judgments in realistic situations.
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IV. CONCLUSION

This article proposes the raw data-based radar signal recog-
nition method that is based on an SVM classifier for the MMW
radar pedestrian detection in NLOS situations. First, we deter-
mined that there are significant differences in complex reflection
responses between a metallic cylinder and a human body with or
without motion, where the phase change due to posture control
or breathing can be recognized in the responses of the human
body. By exploiting these results, we introduce four types of a
feature vector, by considering the temporal variance along slow
time, into the SVM-based nonlinear classifier.

In experimental examinations, we introduce two shielding
cases, i.e., metallic plate and real vehicle. In the first test using
a metallic shield, we clearly demonstrated that the responses
from the metallic cylinder (i.e., an artificial object) have a very
stable response in the Gaussian plane, whereas those of the
human body have a considerable amount of phase change even
during static motion. Although the aforementioned difference
would not be recognizable in a perfect NLOS situation, the
proposed time-frequency feature in an SVM largely improves
the recognition rate to approximately 80%. Additionally, in the
real vehicle shielding case, we also confirm the dependence of
the radar height and distance to the object. Of note, the recogni-
tion rate was further improved at a longer distance to the object
because of the smaller diffraction angle, which is beneficial to
the application of the ADAS system or self-driving system and
provides extra time to judge or inform the driver about a hidden
pedestrian behind a parked vehicle. This study investigated the
recognition issue for human motion with stepping motion, and
the number of studied cases demonstrated that it accurately
recognized whether the human had a walking motion or not,
even in complete NLOS situations. Of note, although there are
various machine learning approaches, this study introduces a
simpler and faster classifier SVM. However, there should be
further investigation using other classifiers or features, which
is our important future work. In realistic situations, a number
of objects, e.g., the human body, guard rails, utility poles,
or trees, may exist in the observation area. If each object is
separated over a range resolution, these components could be
decomposed by extracting the data at a specific range, which
could be extracted by the local peak of a range profile, as in the
process of this article. In contrast, if numerous objects are located
in the range resolution, its separation would become difficult,
and another decomposition scheme, e.g., wavenumber (angular)
space conversion or Doppler velocity space, is required. We plan
to investigate such extensions in future work.
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