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Deep Learning Enhanced Contrast Source Inversion
for Microwave Breast Cancer Imaging Modality

Umita Hirose, Peixian Zhu, and Shouhei Kidera , Senior Member, IEEE

Abstract—This study presents a deep-learning (DL) based con-
trast source inversion (CSI) algorithm for quantitative microwave
breast cancer imaging. Inverse scattering analysis for quantitative
dielectric profile reconstruction is promising for a higher recog-
nition rate for cancer detection, especially for malignant breast
tumors. We focus on CSI as a low complexity approach, and
implement a deep convolutional autoencorder (CAE) scheme us-
ing radar raw-data, which enhances the convergence speed and
reconstruction accuracy. Numerical tests using MRI-derived real-
istic phantoms demonstrate that the proposed method significantly
enhances the reconstruction performance of the CSI.

Index Terms—Convolutional auto-encoder (CAE), contrast
source inversion (CSI), deep learning, inverse scattering analysis,
microwave ultra wide-band (UWB) breast cancer detection.

I. INTRODUCTION

A S Many reports have indicated as in the world cancer
research fund (WCRF) [1], breast cancer is globally recog-

nized as one of the most frequently diagnosed and fatal cancers
among women. The most common imaging modality for breast
cancer detection is X-ray mammography, however, this method
is physically painful due to the high compression of the breast,
and is also harmful to cells owing to high energy X-ray exposure,
and this is a major factor in a lower screening rate. Several
alternative modalities using ultrasound have been developed,
such as ultrasonic echo [2] and photo-acoustic imaging [3];
however, these methods have several drawbacks, such as the
dependence of recognition rate on the extensive experience of
physicians, and the possibility of overlooking malignant tissue
due to the difficulty in distinguishing between fibro-glandular
tissue and tumors from qualitative ultrasound images.

As an alternative of the above modalities, microwave breast
imaging provides a safer and more frequent pre-screening
modality characterized by low cost, non-ionizing electromag-
netic exposure, non-contact measurement, and compactness.
The physical basis of microwave cancer detection relies on
the significant contrast between normal adipose and cancerous
tissues [4], leading to a distinctive backscattering and a high con-
trast qualitative image, using confocal qualitative imaging [5].
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However, recent studies have demonstrated that there is a low
contrast between fibro-glandular and tumor tissues, at most 10–
20% [4], which indicates that existing confocal radar imaging
suffers greatly from lower specificity, especially when dealing
with highly dense breast tissue.

The tomographic approach is another promising approach that
is based on inverse scattering (IS) analysis, in which a complex
dielectric profile is numerically reconstructed by solving the
domain integral equations. However, this problem is non-linear
in nature, and should be solved in mainly ill-posed situations.
Thus, there are many IS approaches, such as Born approxima-
tion, (equivalent to diffraction tomography), the distorted Born
iterative method (DBIM) [6]–[8], (i.e., Gauss-Newton method),
or other approaches. As a low complexity approach, a contrast
source inversion (CSI) based method was developed [9] and been
applied to breast cancer imaging [10], [11], and there are many
extensions, such as MR-CSI [12], FD-CSI [13], FEM-CSI, and
CSEB [14]. A notable feature of the CSI based method is that it
does not require an iterative step using a forward solver, such as
FDTD, but optimize both the object function and total electric
fields within region of interest (ROI) by introducing the cost
function of data and state equation. There have been a number of
publications demonstrating its effectiveness for dispersive breast
media [11] in terms of lower computational cost and higher
accuracy. However, there remains an inherent problem caused
by nonlinearity and ill-posedness, especially for the dependency
of the initial estimate.

To overcome aforementioned challenges, this study intro-
duces the deep-learning (DL) based initial estimator for a CSI
reconstruction scheme. DL is one of the most powerful tools for
solving non-linear optimization problems, and there are various
DL-based IS solutions in the literature [15]–[21]. A physically
inspired prior estimate method has been also developed to solve
the inverse scattering problem [22]. However, the accuracy of
the above approaches depended significantly on the selected
training dataset and did not provide physical constraints,i.e.,
electromagnetic scattering phenomena, as a later state. There-
fore, in this study, a deep neural network (DNN) derived from
a deep convolutional autoencoder (CAE) [23] was introduced
to convert 1-D scattering data in the frequency domain into 2D
complex dielectric profiles to alleviate the problem caused by
higher dimension input, i.e., the course of dimensionality, when
an insufficient number of training samples was used. Finally, its
output is introduced as an initial estimate of CSI, which would
significantly enhance a convergence speed and reconstruction
accuracy. Although the study in [24] also introduced a CAE
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Fig. 1. Observation model. Observation and object areas are defined as ΩS

and ΩD, respectively.

based reconstruction, it assumed a very simple shaped target with
homogeneous media and also a non-dispersive object. These
assumptions are unsuitable for biological tissues with highly
heterogeneous and dispersive media and cannot guarantee phys-
ical relevance. A notable point of our method is the assignment
of three Debye parameters to the three-dimensional outputs of
each RGB value, which differs from the method in [24]. The 2-D
FDTD numerical test, which uses four representative realistic
phantoms with different fibro-glandular densities, demonstrates
that the proposed approach greatly improves the reconstruction
accuracy relative to that obtained by the original CSI method.

II. METHOD

A. Observation Model

Fig. 1 presents the 2-D geometry, including the observation
and object area. A number of transmitters and receivers are ar-
ranged on the area surrounding breast media, defined asΩS. The
breast is composed of skin, adipose, fibro-glandular, and cancer
tissues, with dispersive and isotropic dielectric properties, the
area of which is denoted ΩD (i.e, the ROI). All combination data
between transmitters and receivers are used for the reconstruc-
tion scheme. ET

i,j,k(r) and EI
i,j,k(r) denote the total electric

field in the case with and without the object, respectively, where
the i-th transmitter and j-th receiver are assumed at the k th
frequency bin. ES

i,j,k(r) ≡ ET
i,j,k(r)− EI

i,j,k(r) is defined as a
scattering electric field.

B. Proposed Method

An inverse scattering problem to reconstruct a dielectric
profile is a non-linear, and machine-learning-based inversion
approaches, such as the DNN [15], have been developed. How-
ever, the reconstruction results provided by such methods largely
depend on the training dataset and do not necessarily guarantee
physical significance in terms of electromagnetic scattering
physics. In addition, there are few studies to deal with the dis-
persive model. To overcome this challenge, here, we combined
the DNN-based initial estimator and the CSI post reconstruction
scheme. The proposed method consists of three processing steps

Fig. 2. Schematic processing of the proposed method.

as shown in Fig. 2. First, the 2D Debye parameter profiles were
processed in CAE to convert high-dimension data (2D image)
into lower-dimension data using the autoencoder feature. In the
second step, the trained CAE encoder part was replaced by
the fully connected (FC) multilayer perceptron (MLP) network,
resulting in a so-called FC-CAE network, to address the 1-D
scattered frequency data collected by sensors. In the third step,
the trained FC-CAE network provided an initial estimate of the
Debye profiles of the input test (scattered) data, which were then
processed in the CSI inversion scheme. This third step is a novel
point from other DNN-based inversion schemes, that is, the
final reconstruction results would satisfy the (electromagnetic)
physical conditions.

1) Initial Estimate by FC-CAE Based Inversion: Our pro-
posed method first reconstructs the dielectric profile using the
FC-CAE-based inversion, and then, the profile is exploited
as the initial estimate of sequential CSI processing, namely,
updating the result by physical interpretation. Here, the in-
put vector is simply composed of the 1-D complex-valued
frequency responses for all combinations of transmitters and
receivers, defined as ES

i,j,k(r). To handle dispersive breast me-
dia, the following single-pole Debye model was introduced,
εDebye(ω; ε∞,Δε, σ) = ε∞ + Δε

1+jωτ + σ
jωε0

, where τ is the re-
laxation time. The three Debye parameters ε∞, Δε, and σ are
then normalized by their corresponding maximum values and
converted to red, blue, and green values, respectively, at each
pixel of the 2-D image, respectively. At the first step, CAE
was processed to reduce the redundant dimensions of the above
Debye 2D profile, where the input and output training data
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were identical. In the second step, the encoder part of CAE
was replaced by the FC-MLP network, which converted the
1D input vectors (scattered data as ES

i,j,k(r)) into 2-D Debye
profiles, defined as χDNN(r) as shown in Fig. 2. It should be
noted that the decoder part of the trained CAE was retained with
same weights, while CAE could effectively convert the lower
dimensional radar data ES

i,j,k(r) to higher dimensional Debye
profiles by reducing the number of redundant dimensions.

2) Initial Prior-Based CSI Reconstruction: Finally, as the
third step of the proposed method, the FC-CAE based recon-
struction resultχDNN(r) is input as an initial estimate of the CSI.
Here, the CSI solves the two types of domain integral equations
expressed as follows:

ES
i,j,k(r) = (kBk )

2

∫
ΩD

GB
j,k(r

′)wi,k(r
′)dr′, (r ∈ ΩS),

(1)

wi,k(r)− χk(r)E
TB
i,j,k(r)

= χk(r)(k
B
k )

2

∫
ΩD

GB
j,k(r

′)wi,k(r
′)dr′, (r ∈ ΩD), (2)

where kBk andGB
j,k(r) are the wavenumber and Green’s function

of the background media, respectively.wi,k(r) ≡ ET
i,k(r)χk(r)

denotes the dummy variable, called the contrast source, where
χk(r) ≡ εk(r)/ε

B
k (r)− 1 denotes the contrast function. Here,

εk(r) and εBk (r) denote the complex permittivities of an object
and background media, respectively. Equations (1) and (2) are
called data and state equations, respectively. Note that, in Eq.
(2), the subscript j denotes the position of each cell in the ROI.

To obtain the optimal solution of χ, the CSI minimizes the
following cost function at the specific frequency fk:

Fk(χk, wk) ≡
∑

i ‖ES
i,j,k − kB

2

k

∫
ΩD

GB
j,kwi,kdr‖2ΩS∑

i ‖ES
i,j,k‖2ΩS

+

∑
i ‖χkE

TB
i,k − wi,k + χkk

B2

k

∫
ΩD

GB
kwi,kdr‖2ΩD∑

i ‖χkETB
i,k ‖2ΩD

, (3)

where ‖ · ‖2S and ‖ · ‖2D denote the l2 norms of the regions ΩS

and ΩD, respectively. The CSI has a notable feature whereby it
simultaneously optimizes not only χ(r), but also the total field
ET

i,k(r) at all cells in the ROI, which can avoid iterative use
of a computationally expensive forward solver, such as in the
FDTD method. In this method, the DNN based reconstruction
χDNN(r) is used to initialize a cost function in Eq. (3), which
increases the convergence speed and enhance the reconstruction
accuracy.

III. NUMERICAL TEST

A. Numerical Setup

We conducted 2-D FDTD based numerical tests as follows.
We introduce four different types (different fibro-glandular
density models) of realistic numerical phantoms, as Class 1
(mostly fatty, ID=012804), Class 2 (scattered fibroglandular,
ID=070604PA1), Class 3 (heterogeneously dense ID=062204),
and Class 4 (very dense ID=012304), which are available from

Fig. 3. Structure for CAE and fully-connected NN. If a layer shows the
expression as (Y ×X ×X), Y denotes the number of filters and X ×X
denotes the size of 2-D data.

open phantom repositories [25] derived from the magnetic res-
onance imaging (MRI) image associated dielectric profiles. The
20 transmitter and receivers are located in the area surrounding
the breast, namely, ΩS. The source current form is a Gaussian
modulated pulse with a 2.45 GHz center frequency with a
2.7 GHz bandwidth. The single pole Debye model is used to
express the frequency dependency of complex permittivity, the
relevance of which has been demonstrated in the literature [4].
The forward solver is the FDTD method, where the cell size is
2 mm.

B. Results and Discussion

To increase the number of training data, we divide a number
of cross-section images from the three-dimensional numerical
phantom, with different z, where a 2 mm interval is sampled
along the z axis for each phantom. Then, we obtain 172 different
2-D profiles from four classes. Moreover, in order to validate
only one inherent systematic error in each reconstruction ap-
proach, we assumed that the training and testing data did not
include any noise. Fig. 3 shows the detailed network structures
of the decoder and encoder of the CAE and FC layers used in
the proposed scheme (Fig. 2). In the training phase, a batch
learning (BL) and rectified linear unit (ReLu) are introduced
to each convolutional layer, as referred in [23], where 10 %
validation data are introduced. For an effective dimensional
reduction, multiple filters are also introduced in these layers.
Here, the adaptive moment estimation (ADAM) [26] algorithm
was applied in the training phase. The representative training
data are as illustrated in Fig. 4. To increase the dataset and resolve
the limited availability of the realistic phantom, we added the
data samples by rotating each of the 172 original profiles. The
five rotation angles used herein were 0, π/4, π/2, 3π/4, and
π, and the rotation axis was set at the center of the array. Thus,
we were able to extract 860 (172× 5) data samples. Three test
profiles were constructed (5, 6, and 7), which were extracted
from different cross-section profiles of the training data set but
with the same ID. In addition, the two test profiles constructed
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Fig. 4. Training profiles extracted from different classes. White dots denote the transmitters and receivers. Upper and lower lines denote the real and imaginary
parts complex permittivity, respectively.

Fig. 5. Reconstruction results of real and imaginary parts of complex permittivity profile in Class 1 (ID=012804). White dots denote the transmitters and
receivers. Color denotes each value of complex permittivity.

Fig. 6. Reconstruction results of real and imaginary parts of complex permittivity profile in Class 2 (ID=070604PA1).

Authorized licensed use limited to: UNIVERSITY OF ELECTRO COMMUNICATIONS. Downloaded on October 18,2023 at 01:30:41 UTC from IEEE Xplore.  Restrictions apply. 



HIROSE et al.: DEEP LEARNING ENHANCED CONTRAST SOURCE INVERSION FOR MICROWAVE BREAST CANCER IMAGING MODALITY 377

Fig. 7. Reconstruction results of real and imaginary parts of complex permittivity profile in Class 3 (ID=062204).

Fig. 8. Reconstruction results of real and imaginary parts of complex permittivity profile in Class 3 (ID=080304).

using different IDs (080304 and 070604PA2) in Class 3 were
added to validate the applicability of each method. Thus, a total
of five test samples (not included in the training dataset) were
examined.

Figs. 5, 6, 7, 8 and 9 present the reconstruction results of the
real part of the complex permittivity profiles using five different
test cases, by the original CSI, the DNN reconstruction and the
proposed method (DNN+CSI), namely, the initial estimate of
DNN outputs are introduced into the CSI approach. Note that, the
single frequency data at 2.45 GHz is used for the CSI inversion.
These results revealed that the DNN-based reconstruction signif-
icantly improved the reconstruction accuracy compared to that
obtained from the original CSI, without DNN assistance, even
in using a limited number of training samples. This is because
the CSI reconstruction highly depends on the initial estimate,
in such ill-posed condition. In addition, even when phantoms
with different IDs from the training data were used as test data,

the proposed method retains the reconstruction, accuracy, which
are also relevant with regard to the electro-magnetic scattering
physics. The root mean square errors (RMSEs) of these results
(except in the skin region) are summarized in Table I, The RMSE
is a standard error criterion adopted in many studies, e.g., [27].
This table also showed that the reconstruction accuracy was
significantly improved, especially in the real parts of complex
permittivity in Classes 1, 3 (ID= 062204 and 080304), and 4. In
contrast, the DNN-based reconstruction in Class 2 was relatively
worse than that obtained by the original CSI, because the profile
of Class 2 was dominated by a low dielectric adipose tissue,
which could be accurately provided even in using the original
CSI. However, the proposed method compensated for the error in
DNN, offering a balanced reconstruction performance between
DNN and CSI, thus ensuring physical consistency.

In addition, to quantitatively estimate the similarity between
the original and reconstruction profiles, the cross-correlation
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Fig. 9. Reconstruction results of real and imaginary parts of complex permittivity profile in Class 3 (ID=070604PA2).

TABLE I
RMSE FOR RECONSTRUCTION RESULTS OF COMPLEX PERMITTIVITY

AT 2.45 GHZ

TABLE II
CROSS-CORRELATION COEFFICIENT ρ FOR THE RECONSTRUCTION

RESULTS AT 2.45 GHZ

coefficien ρ was calculated as follows:

ρ =
χtrue · χest

||χtrue|| ||χest)|| , (4)

where χtrue and χest represent the original and reconstruction
contrast functions, respectively. This criterion has been widely
applied in previous studies [27], [28]. Table II also summarizes
the cross-correlation coefficients in each method, and demon-
strates that our proposed method would provide more similar
dielectric profile pattern especially in highly heterogeneous
phantoms. Notably, although the RMSEs of the imaginary-part

reconstructions were inferior to those of the DNN results in
Cases # 4 and # 5, the similarity indexes, ρ, increased in both the
real and imaginary parts in all the five cases. This demonstrates
that the proposed method (DNN + CSI) offers high physical
relevance and accurate reconstruction in complex permittivity
profiles. Note that, although the number of training samples
(860) may be insufficient to provide a reliable initial estimate of
the DNN, the CAE based dimensional compression in the DNN
scheme could partially address with the above issue, and the
post-CSI process could further compensate for its inaccuracy,
as particularly demonstrated in Case # 5. It should be noted that
the computation time for the training stage by the DNN requires
more than 9 hours using Intel(R) Xeon(R) Silver 4110 CPU @
2.10 GHz,512 GB RAM, Tesla P40 GPU, while the proposed
method requires only 1 s as an additional cost.

IV. CONCLUSION

This study introduces a DL-based inversion approach to
provide an accurate initial estimate for the CSI reconstruction
scheme. The 1-D raw scattering data are effectively converted to
the 2-D Debye profile of breast media via two learning processes:
CAE-based feature reduction and replacing fully connected NN
layer from the encoding layer of CAE. The proposed method
avoids irrelevant reconstruction using only the DL approach by
introducing CSI, which guarantees physical reliability. The 2-D
FDTD numerical test using realistic numerical phantoms with
four different classes, demonstrated that our proposed approach
remarkably enhanced the reconstruction accuracy even in highly
heterogeneous breast media. Finally, the deep learning approach
realizes tomography-based quantitative imaging such as that
developed in [27]. However, in the simulation test, the number
of training samples was not large enough to examine all possible
variants of the actual breast media, as the available realistic nu-
merical phantoms are currently limited. Besides, even in the case
of a small number of training samples, the proposed CAE-based
dimension reduction scheme could alleviate the problem caused
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by the curse of dimensionality to some extent. Thus, the findings
of the DNN-based initial estimation approach can provide more
physically reliable and accurate reconstruction results. Also, in
this study the validation data set has not been introduced in
the training phase, indicating that it possibly has an overfitting
feature. If we have more data samples, we could check the over-
fitting analysis, using the validation data, which would possibly
provide more accurate results. In addition, a multi-frequency CSI
scheme considering a dispersive medium [11], could enhance
the reconstruction accuracy and will be therefore explored in a
future study to extend the scope of the proposed method.
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