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PAPER
Accurate 3-Dimensional Imaging Method by Multi-Static RPM
with Range Point Clustering for Short Range UWB Radar

Yuta SASAKI†, Fang SHANG†, Shouhei KIDERA†a), and Tetsuo KIRIMOTO†, Members

SUMMARY Ultra-wideband millimeter wave radars significantly en-
hance the capabilities of three-dimensional (3D) imaging sensors, making
them suitable for short-range surveillance and security purposes. For such
applications, developed the range point migration (RPM) method, which
achieves highly accurate surface extraction by using a range-point focusing
scheme. However, this method is inaccurate and incurs great computa-
tion cost for complicated-shape targets with many reflection points, such
as the human body. As an essential solution to this problem, we introduce
herein a range-point clustering algorithm that exploits, the RPM feature.
Results from numerical simulations assuming 140-GHz millimeter wave-
length radar verify that the proposed method achieves remarkably accurate
3D imaging without sacrificing computational efficiency.
key words: UWB radar, range points migration, multi-static UWB radar,
millimeter wave radar, short range sensing

1. Introduction

The short range three-dimensional (3D) sensor that uses a
millimeter wave radar system has an attractive attribute; it
is applicable to optically harsh environments such as heavy
smog or darkness. This feature promises various sensing
applications, such as collision-avoidance sensor for vehi-
cles and, watch sensors for independently living elderly or
disabled persons. 140 GHz-band radar systems are attract-
ing much attention, because this frequency range achieves
low vapor absorption loss and enables automobiles to de-
tect targets even in moisture-rich environments. Moreover,
the transmitting and receiving modules can be very small,
making implementation more flexible. There are many stud-
ies on establishing 3D imaging in short-range sensing, most
of which are based on the delay-and-sum (DAS) approach,
such as the synthetic aperture radar (SAR), time-reversal al-
gorithms [1], or range migration methods [2]. However, the
computational cost to obtain full 3-D images in these cases
is very high, and continuous boundary extraction is inaccu-
rate due to the point-wise target assumption. To counteract
these effects, the non-parametric fast 3D imaging method
SEABED (Shape Estimation Algorithm based on Bound-
ary scattering transform and Extraction of Directly scattered
waves) was developed. It is based on reversible transforms
between the time delay and the target boundary [3]. How-
ever, this method has inherent drawbacks in that it requires
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range points connection procedure as pre-processing, is dif-
ficult in environments with heavy interference. Moreover,
SEABED suffers from inaccuracy caused by differences in
range operation under noise or interference. Some studies
developed a few array configurations for a Doppler radar
system in order for it to create images of the human body
[4], [5]. Using extracted Doppler-based range data and a
simple spatial interferometer, people walking toward a radar
installation were successfully reconstructed in less compu-
tational time. However, the direction of arrival (DOA) es-
timation made by this method suffers from some inaccu-
racies, which are caused by the mismatching of data par-
ing among the arrays. This is because the method uses the
simple spatial interferometer. Furthermore, the method re-
quires complicated false image reduction processing using
prior knowledge of the human body to perform the detec-
tion. The range-points migration (RPM) method was pro-
posed to solve this problem [6]. This method is based on
the target boundary extraction method, which considers the
spatial relationship between the scattering center and its as-
sociated received sensors. A notable feature of this method
is that it is applicable to richly interfered situations and in-
curs a low computational cost, because it does not require a
connecting or paring procedure of range points prior to pro-
cessing. Such processing is required by approaches using
spatial interferometers, which therefore limits the useful-
ness of these approaches. Moreover, there are several exten-
sion studies on the RPM method for imaging of complicated
shapes in real situations [7], interpolating SAR for industrial
application [8], and acoustic biomedical imaging, especially
for the surface extraction of a baby form the womb [9].

Herein the RPM method is extended to application in
a 140-GHz millimeter-radar system with multistatic con-
figuration. Notably, the multistatic configuration consider-
ably reduces the data acquisition time compared to the radar
scanning model, which is an important point for achiev-
ing real time imaging. However, in the case of multiple
objects, the original RPM method still suffers from higher
computational cost and inaccuracy. This is because, RPM
determines the scattering center point for each correspond-
ing range point using not only neighboring but a wider range
of range points. Thus, with multiple objects, more range
points must be processed, which greatly increases the com-
putational cost. Some studies have modified the RPM al-
gorithm, and in one such study, the optimal direction of ar-
rivals was derived from the stationary point of the evalua-
tion function [10]. This algorithm can accelerate the imag-
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ing process, but it may create inaccuracies due to capture by
the local optimal solution. To overcome this issue, herein,
range-points clustering is introduced during pre-processing.
The more efficient correct range-points clustering reduces
the unnecessary evaluation of the surrounding range points
(hereafter referred to as Sub RPs,) and enhances the imaging
accuracy using an appropriate set of Sub RPs. To further in-
crease accuracy, this iteratively performs range-points clus-
tering and RPM imaging. This iteration can be achieved
by exploiting the unique RPM property that each target
point is uniquely connected to each range point with one-
to-one correspondence. Results obtained from geometrical
optics (GO)-based numerical simulations indicate assuming
140 GHz millimeter wave radar system, that the proposed
method remarkably enhances both computational cost and
accuracy, compared with the original RPM.

2. System Model

Figure 1 shows the system model. It assumes that each tar-
get has an arbitrary 3D shape with a clear boundary, which
is applicable to general artificial objects, such as walls and
furniture. In addition, this assumption allows for a bet-
ter understanding of discussing the reconstruction accuracy,
which is defined as the position error of a reconstructed scat-
tering center to an actual clear boundary. Omnidirectional
antennas are arranged and fixed in an array on the y = 0
plane to form a multistatic radar configuration, which con-
siderably reduces the data acquisition time compared to the
mono-static scanning model. The locations of the transmit-
ting and receiving antennas are defined as LT = (XT , 0,ZT )
and LR = (XR, 0,ZR), respectively. s′(LT, LR, t) denotes the
received electric field from the transmitting antenna LT to
the receiving antenna LR, at time t. s̃(LT, LR, t) is the output
of the Wiener filter of s′(LT, LR, t) calculated as;

s̃(LT, LR, t) =
∫ ∞
−∞

W(ω)S ′(LT, LR, ω)ejωtdω, (1)

In this equation, S ′(LT, LR, ω) is the signal in the frequency
domain of s(LT, LR, t). W(ω) is defined as

W(ω) =
S ref(ω)∗

(1 − η)S 2
0 + η|S ref(ω)|2

S 0, (2)

Here, η = 1/(1+(S/N)−1), and S ref(ω) is the reference signal
in the frequency domain, which is the complex conjugate of
the transmitted signal. S 0 is a constant that is used for di-
mensional consistency. This filter is an optimal MSE (Mean
Square Error) linear filter for additive noises. s̃(LT, LR, t) is
now converted to s(LT, LR,R′) using R′ = ct/2λ, where c is
the speed of the radio wave in the air. q(LT, LR,R) is defined
as the range point, which is extracted from the local maxima
of s(LT, LR,R′) to R′, more details are given in other studies
[6].

Fig. 1 System model.

3. Conventional 3D Imaging Methods

3.1 Delay-and-Sum Approach

Focusing on 3D short-range imaging, various target shape
reconstruction methods were proposed based on the DAS
approach. SAR is one of the most powerful tools even in
short-range sensing. Although the SAR or other DAS ap-
proaches, such as the time-reversal or the range-migration
methods, provide accurate an image of a point-wise target,
they cannot offer sufficient accuracy for non-point-wise tar-
gets. This is because this type of approach assumes that all
sensor locations could receive an echo from the same scat-
tering center of an object, which is only valid for pointwise-
shaped objects. In non-pointwise-shaped targets, such as
those having smooth surfaces, a scattering center on an ob-
ject boundary should move along a receiver location; i.e.,
data focusing using data from all sensor locations will cause
a misplacement of the actual scattering center. Moreover,
the incurred computational cost becomes enormous in 3D
imaging due to the signal synthesizing approach with all re-
ceived signals in each voxel evaluation.

3.2 Original Multi-Static RPM Method

The RPM method was established to overcome the above
issues [6], it was extended to the multistatic observation
model [11]. This method assumes that a target boundary
point exists on an ellipsoid, whose focal points are LT and
LR and its major radius is R. For extracting the target point,
this method employs the basis that the actual target bound-
ary point should be included in all the possible intersection
points determined by other range points. Figure 2 shows
the principle of the original multistatic RPM. For determin-
ing a target point p(qi) corresponding to range point qi, this
method extracts the optimal intersection points by assessing
the spatial accumulation of intersection points calculated by
other range points (called SubRPs) as;
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Fig. 2 Relationship of the data space and the real space, and the MainRP
and Sub RPs. (a) shows scattered center locations for each target, (b) shows
the range point distribution in the extracted data space, where LT is fixed,
and (c) shows the extracted view, where LT and ZR = ZR0 are fixed, and
the relationship between the MainRP and SubRPs.

p̂(qi) = arg max
pint(qi;ql,qm)∈Pi

∑
(q j,qk)∈Qi

g(qi; q j, qk)

× exp

−||pint(qi; q j, qk) − pint(qi; ql, qm)||
2σ2

r

 , (3)

where pint(qi; q j, qk) and Pi denote the intersection points
among the three ellipsoids and its set, respectively; these
points are determined by the range points qi, q j, and qk,
and Qi denotes a set of SubRPs. σr determines the accept-
able range of the intersection points, and is chosen by con-
sidering the spatial density of the accumulated intersection

points. The weighting function g(qi; q j, qk) is defined as fol-
lows:

g
(
qi; q j, qk

)
= s
(
q j

)
exp

−D
(
qi, q j

)
2σ2

D


+ s
(
qk
)

exp
−D

(
qi, qk

)
2σ2

D

 , (4)

where σD determines the acceptable range for selecting
SubRPs in terms of antenna location, and it is determined
empirically. D(qi, q j) denotes the actual separation of the
two sets of transmitting and receiving antennas as;

D(qi, q j) = min
(
∥LT,i − LT, j∥2 + ∥LR,i − LR, j∥2 ,

∥LT,i − LR, j∥2 + ∥LR,i − LT, j∥2
)
. (5)

Notably, in this method, each range qi is related to a
target point p(qi), with one-to-one correspondence. This
method does not require range points connection before pro-
cessing, achieving accurate conversion from range points to
target points even in richly interfered cases. The RPM eval-
uates the accumulation degree of intersection points of el-
lipsoids defined by other range points (as SubRPs, q j; qk in
Eq. (1)). Figure 2 shows the relationship between the real
and data spaces in a multi-static configuration, and Fig. 2(a)
shows the scattered center locations for each target. Fig-
ure 2(b) shows the distribution of the range points extracted
by the Wiener filter processing, which was described in
Sect. 2. The range point denoted by q(LT, LR,R) is a func-
tion of (LT, LR) = (XT,ZT, XR,ZR). For clarity, the data
space is extracted as the function (XR,ZR), where LT is fixed
in the middle of Fig. 2. Figure 2(c) also shows the extracted
view, where LT and ZR are fixed, as well as the relation-
ship between the MainRP and SubRPs. As shown in this
figure, each antenna receives a maximum of three RPs. In
RPM, each focused RP (called Main RP) is evaluated by
using surrounding all RPs (Sub RPs). However, in this eval-
uation, the number of SubRPs seriously affects an compu-
tational cost due to numerical solution for intersection point
of three ellipsoids.

4. Proposed Method

4.1 Acceleration by Range Points Clustering

To solve the aforementioned problem, we introduce here the
range-points clustering technique to eliminate the unneces-
sary SubRPs. In terms of computational efficiency and accu-
racy, the evaluated Sub RPs are included in the same target
cluster of Main RP. In multiple target cases, if the Main RP
corresponds to the target point in the n-th target (denoted as
MainRPn), the SubRPs also should correspond to those of
the n-th target (denoted as SubRPn). Figure 3 shows an ex-
ample of correctly clustered range points. For an accurate
and fast reconstruction of target points, only a set of SubRP
is needed to evaluate MainRPn as the use of other RPs could
introduce errors into the final image. However, it is difficult
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Fig. 3 Example of clustered data space.

to recognize the target number for each range point before-
hand and without any prior knowledge. Furthermore, it is in
general risky to ascertain the range point clustering without
any prior knowledge of the target. As such, the proposed
method introduces an initial estimation of the target points
using RPM with far fewer (i.e., thinned out) range points.
After a limited number of target points are acquired, they are
clustered together using clustering algorithms, such as the
agglomerative hierarchical clustering algorithm [11]. Next,
using the clustered target points, all range points denoted as
qi are clustered as K(qi) by the following equation:

K(qi) = arg min
k

(
|R̃Ck (LT,i, LR,i) − Ri|

)
, (6)

where Ck denotes a gravity center location of target points
clustered as k, and R̃Ck (LT,i, LR,i) is defined as:

R̃Ck (LT,i, LR,i) = ||Ck − LT,i||2 + ||Ck − LR,i||2. (7)

Figure 4 shows an example of the determination process
used for range point clustering, which was outlined in
Eq. (6). Figure 4(a) shows the initially selected RPs (solid
black circles) in the data space. Figure 4(b) illustrates the
target points (hollow circles) obtained by RPM for selected
RPs as well as a gravity point (solid circles) in each cluster.
Figure 4(c) shows the actual clustering process by compar-
ing the distance defined in Eq. (7) for non-selected RPs in
the initial stage, where the solid curve denotes the predicted
range curve assumed in each gravity point clustered in (b).

Fig. 4 Determination process for RPs clustering. (a) shows the initially
selected RPs in data space, (b) illustrates the target points obtained by RPM
for selected RPs, and (c) shows the clustering scheme for not selected RPs
by using the target points obtained in (b) on data space.

While the RP clustering scheme assumes a point-wise target,
the proposed method could reconstruct not only point-wise
targets, such as flat bodies, because the imaging process af-
ter RP clustering is based on the original RPM.

To enhance further imaging accuracy of estimated tar-
get points, this method carries out the RPM imaging and
range points clustering via target clustering, iteratively. Us-
ing the property of one-to-one correspondence between tar-
get point and range point, the cluster number of the range
points in data space are directly related to that of target point
in real space. By iterative application of RPM and range
points clustering, the accuracy of clustering is expected to be
improved, and it also enhances the accuracy for RPM imag-
ing. Figure 5 shows the flowchart of the proposed RPM.

4.2 Procedure of the Proposed Method

The procedure is as follows:

Step 1) Observed data are acquired and are filtered by the
Wiener filter as s(LT, LR,R′).

Step 2) Range points qi are extracted from s(LT, LR,R′),
and a set of all RPs is defined as Qall.

Step 3) Initial target points (a set of them is denoted as Tsel)
for clustering are determined by multistatic RPM
with selected range points, a set of which is defined
as Qsel satisfying Qsel ⊂ Qall.

Step 4) All target points included in Tsel are clustered.
Step 5) All range points included in Qall are clustered with

the clustered target points Tsel in Eq. (6).
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Fig. 5 Flowchart of the proposed method.

Step 6) All range points are converted to target points with
RPM method, a set of which is denoted as Tall.

Step 7) Steps 4)–6) are repeated by the certain times.

Figure 5 shows the flowchart of the proposed RPM.

5. Evaluation in Numerical Simulation

This section investigates the performance evaluation of the
conventional and the proposed methods in numerical sim-
ulation. The transmitted signal is set as a pulse modulated
signal. The effective bandwidth is set to 10 GHz and its the-
oretical range resolution in the air is 15 mm. The center
frequency is 140 GHz and its wavelength is 2.1 mm. The
agglomerative hierarchical clustering method is used as an
appropriate clustering algorithm for the target points. It as-
sumes that the target is a human body; an aggregate of 11
ellipsoids corresponding to the head, upper and lower body,
arms, and legs are used to represent this body (Fig. 1). Its
center axis is located along x = 0 and y = 1000λ. The
numbers of transmitting and receiving antennas are 4 and
25, respectively. The array arrangement is also shown in
Fig. 1, where the minimum array spacing is 50 λ and the
center of the array locations is set to (x, y, z) = (0, 0, 500λ)
The received data are generated by geometrical optics (GO)
approximation.

5.1 Noiseless Case

The images generated by SAR are shown in Fig. 6 for com-
parison, where the back projection algorithm is used [12].
The complex signal is obtained by applying the Hilbert
transformation. Figure 6 also shows a cross-section image
reconstructed by SAR, where each voxel size is set at 1.0λ.
Here, we apply a back projection based algorithm for 3-D

Fig. 6 Cross-section image of SAR, z = 560λ (upper, around torso and
arms) and z = 330λ (lower, around thighs).

Fig. 7 Target points obtained by the original multi-static RPM method in
noiseless case.

image reconstruction in order to obtain the highest accuracy.
Furthermore, this figure indicates that there are unnecessary
and periodical responses far from the actual target bound-
aries, which are caused by grating lobes. Moreover, it costs
around 300 hours to reconstruct a full 3-D image with In-
tel Xeon CPU E5-1620 (3.6 GHz) with 1.0 voxel spacing
for the range −150λ ≤ x ≤ 150λ, 900λ ≤ y ≤ 1100λ,
0λ ≤ z ≤ 800λ. Note that other computationally efficient
SAR imaging algorithms, such as ω-k migration could not
completely solve the problem.

In contrast, Fig. 7 shows the target points obtained by
the conventional multistatic RPM method and the proposed
RPM method. Figure 8 shows the image obtained by the
proposed method, where the RPM was applied three times.
Note that, the same post-processing used for eliminating iso-
lated points [13] is applied to both the conventional and
proposed cases. These results denote that the proposed
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Fig. 8 Target points obtained by the proposed RPM method in noiseless
case.

Fig. 9 Cross-section images obtained by the original RPM (Upper) and
the proposed RPM (Lower).

method offers more accurate 3D imaging by introducing
range-points clustering. In terms of computational cost, the
conventional method requires 647 s to generate the full 3D
image. However, the proposed method requires 450 s even
with three times the iterations. Figure 9 show the cross-
section images generated by the conventional RPM and the
proposed method. This comparison verifies that the pro-
posed method enhances the accuracy without sacrificing the
computational cost by applying the range-points clustering
scheme. The reason for the improvement in the accuracy
is that the SubRPs derived from the different target clus-
ters would degrade the reconstruction accuracy in the RPM
process as discussed in Sect. 4.1. For instance, the MainRP
designated as target #1 in Fig. 3 should be processed by only
the SubRPs associated with target #1. Since the SubRPs as-
sociated with different targets (e.g., #2 or #3) have no infor-

Fig. 10 Distribution of imaging errors for each method.

mation about target #1, these SubRPs could not contribute
to the reconstruction of that target boundary point. Here, the
SAR, the original RPM, and the proposed method could re-
construct a small portion of each ellipsoid boundary. This
is because, in this case, the aperture angle (determined by
the aperture size and the distance to target) is small. This
property is a common problem in any imaging algorithm,
and it should be resolved by a post-processing scheme. One
possible solution is to exploit the motion of the target, if
the target motion is given or estimated, the equivalent aper-
ture size can be expanded [14]. This would be similar to
the Inverse SAR process. Another possible solution is the
model-based extrapolation scheme, which has been used for
ellipsoid fitting [15] and exploiting a full polarimetric data
analysis [16].

Here, the accuracy in this reconstruction is defined as
being the position error of the reconstructed scattering cen-
ter from the actual boundary. For the quantitative evaluation,
the reconstruction error, denoted by e(pest

i ) is introduced as
follows:

e(pest
i ) = min

ptrue
∥pest

i − ptrue∥2, (i = 1, 2, · · · ,NT), (8)

where pest
i and ptrue are a location of the i-th estimated and

true target points, respectively. NT is the total number of
pest

i . Figure 10 shows the histogram of this error value for
the two methods, and shows that the number of target points
calculated by the conventional method is considerably lower
than that of the proposed method. This is because the con-
ventional method generates large erroneous target points,
which have been eliminated by post-processing (isolated
points elimination) [13]. In contrast, the proposed method
retains the number of target points, each of which expresses
independent information about the target boundary. Specifi-
cally, it shows that the proposed method can increase the ac-
curate target points considerably more than the RPM with-
out range points clustering can. The total number of tar-
get points is 211 (55.8%) by the conventional RPM and 370
(90.0%) by the proposed RPM. Figure 11 shows the cumu-
lative distribution of the error value in each method. This
result shows that 84% of the target points obtained by RPM
satisfies e(pest

i ) < 10λ. On the contrary, 93% of those ob-
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Fig. 11 Cumulative distribution for imaging errors for each method.

tained by the proposed method satisfies e(pest
i ) < 10λ. Con-

trarily, 93% of those obtained by the proposed method satis-
fies e(pest

i ) < 10λ (around 20 mm in this model). This evalu-
ation quantitatively verifies the effectiveness of the proposed
method in terms of reconstruction accuracy without increas-
ing the computational cost. While a direct and fair compar-
ison between RPM and SAR images is difficult because of
the difference in the reconstruction expression, it is obvious
that RPM does not generate any false images because of the
grating lobe; this is because RPM is not based on a coher-
ent focusing approach. As such, our proposed method has
a significant advantage over the conventional DAS-based
method.

5.2 Noisy Case

Here, we investigate the performance under increased noise.
Gaussian white noises are added to the received signals.
S/N is defined as the ratio of the peak instantaneous signal
power to the average noise power after applying a matched
filter, which is a most strict definition considering the lo-
cality of the received signal both in time and frequency.
Figures 12 and 13 show the image generated by the con-
ventional RPM and the proposed RPM, respectively, at S/N
= 30 dB. These figures show that target points become less
than those when there is no noise, because the spatially iso-
lated points, namely, large error-estimated points are elimi-
nated during postprocessing. Furthermore, the imaging ac-
curacy is statistically investigated through the Monte Carlo
simulation, where 100 different noise patterns are tested.
On average, the proposed method recovers the total accu-
rate target points to 67.6% (136 points), compared with
those obtained using the original RPM (15.7%; 42 points).
In the cumulative distribution of the error value in each
method, 49.2% of the target points obtained by RPM satis-
fies e(pest

i ) < 10λ. 73.2% of those obtained by the proposed
method satisfy e(pest

i ) < 10λ (approximately 20 mm in this
model). In average, the error value of target points obtained
by RPM is 34.82λ. On the contrary, that of proposed method
is 7.76λ. This evaluation also verifies the effectiveness of the
proposed method in terms of reconstruction accuracy and
recovered accuracy.

Fig. 12 Target points obtained by the original multi-static RPM method
(noisy case).

Fig. 13 Target points obtained by the proposed RPM method (noisy
case).

6. Conclusion

We propose a high-speed and accurate 3D imaging method
for short-range UWB radars, where the range-points clus-
tering process is added to the RPM method to enhance re-
construction accuracy and reduce computation cost. To im-
plement range-points clustering without any prior knowl-
edge of the target shape or location, first, a set of range
points is selected (much less than all range points). Then,
all the range points are clustered by exploiting the unique
feature of the RPM offering one-to-one correspondence be-
tween the target and the range points. Furthermore, to en-
hance accuracy, the RPM and RP clustering processes are
iteratively performed, where the clustering information is
sequentially updated. The results of numerical simulations
with GO approximation, demonstrate that the preclustering
significantly reduces computational time and that the itera-
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tive approach remarkably enhances the reconstruction accu-
racy. As the assumed array setting provided an insufficient
aperture angle, the reconstructed image could not contain
a whole human body. In future, we intend to combine the
motion estimation for expanding the aperture size and the
extrapolation scheme, as discussed in Sect. 5.1. In this sim-
ulation, the received data is generated by a geometrical op-
tics approximation (GO) due to a much higher frequency
(140 GHz) radar scenario. Although GO is only applica-
ble in the case where the roughness of the target surface
is sufficiently larger than that of the assumed wavelength,
each surface of the assumed ellipsoids satisfies this condi-
tion; thus, the discussion of an actual scenario is not ideal.
However, GO is hardly satisfactory to use in a case where an
actual human body is used. To generate more relevant data,
a finite-difference time-domain-based simulation should be
used; we will look to use this in future investigations. Fur-
thermore, experiments using 140 GHz modules would also
be within this scope.
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