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PAPER
Frequency Sinogram Based Cancer Recognition via Convolutional
Neural Network for Microwave Breast Cancer Diagnosis

Ayumi UEDA†, Student Member and Shouhei KIDERA†a), Senior Member

SUMMARY In this paper, we present a frequency sinogram data-
based cancer recognition model employing a convolutional neural network
(CNN) scheme for microwave-based breast cancer screening. As most can-
cer recognition schemes are based on radar image exploitation, these ap-
proaches have difficulty in discriminating a fibroglandular tissue from a
malignant tumor, particularly in dense breasts, due to low contrast between
tumor and fibro-glandular, in terms of dielectric properties. Thus, we in-
troduce a straightforward recognition scheme involving the exploitation of
a potential characteristic of backscattered frequency sinogram data. Fur-
thermore, data augmentation schemes along an array rotation angle are in-
troduced with a Fourier-based upsampling scheme to ensure high-accuracy
recognition. The two-dimensional finite-difference time domain method
using a realistic numerical phantom validates the effectiveness of our pro-
posed approach.
key words: Microwave breast cancer recognition, Convolutional neural
network (CNN), Frequency sinogram data, Ultra-wideband (UWB) radar.

1. Introduction

According to the World Cancer Research Fund’s global
statistics, breast cancer is the most frequently diagnosed fa-
tal cancer in women [1]. The X-ray imaging modality is
the most widely used screening tool; however, it involves
non-negligible X-ray exposure, which harms healthy tissue
and necessitates painful breast compression during measure-
ment. Both factors contribute to a decrease in the exam-
ination rate, particularly among young women. Contrar-
ily, low-energy microwave screening is significantly advan-
tageous regarding safety, low cost, compactness, and non-
contact measurement, which is the most critical considera-
tion for increasing the examination rate. Furthermore, these
features lead to more frequent examinations, increasing the
rate of cancer detection at early stages.

Several studies and ex vivo investigations have demon-
strated a distinct dielectric contrast between normal adipose
tissue and tumor tissues [2]. This contrast aids the devel-
opment of a microwave-based cancer recognition scheme,
particularly for hardware designs [3–5]. There are two ma-
jor approaches for implementing imaging using microwave-
scattered data to identify cancerous tissue. One approach
is coherent integration-based imaging, also known as con-
focal imaging [6–8]. However, confocal radar imaging suf-
fers from a high false-positive rate because it offers only a
qualitative spatial profile of the reflection coefficient, where
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fibroglandular tissue surrounded by adipose area also gen-
erates a distinct response in the radar image. Conversely,
an inverse scattering (IS) analysis, also known as the to-
mography approach, could provide a quantitative dielectric
profile of complex permittivity by solving the domain in-
tegral equation from scattered data [9]. As the IS problem
is nonlinear and generally ill-conditioned, many approaches
represented by the Born approximations, the distorted Born
iterative method [10, 11] or contrast source-based inver-
sion [12, 13] have been proposed. While these methods
can achieve high-accuracy cancer tissue recognition, even in
highly dense breast tissue, they have an extremely high com-
putational cost to reconstruct complex permittivity profiles,
particularly in fully three-dimensional imaging scenarios.
Notably, while there are many recent studies based on ma-
chine learning or deep learning (DL) schemes [14–16]. each
requires an appropriate imaging scheme, such as radar or to-
mography, to generate the input data for machine learning.
Correspondingly, the recognition performance is largely de-
pendent on the spatial resolution or reconstruction accuracy
limited by the imaging condition. In particular, the recon-
struction accuracy of the radar image is highly dependent on
the selected propagation model, such as homogeneous as-
sumption or a dielectric constant of the breast media, which
largely varies in individuals.

To address the above problem, this study introduce a
backscattered signal-based cancer recognition scheme em-
ploying a convolutional neural network (CNN) using fre-
quency sinogram data. There are some machine learning
algorithms for the binary decision of cancer existence, such
as support vector machine (SVM), which is one of the non-
linear classification algorithms, however, the SVM is prone
to overfitting when handling high-dimensional input data,
such as time or frequency sinograms, particularly when the
amount of training dataset is limited. In contrast, CNNs can
significantly reduce the input-vector dimensions using con-
volutional processing and are suitable for high-dimensional
input data. Contrary to other DL-based recognition schemes
[17, 18], our scheme does not need a radar or tomographic
imaging process, which often includes a non-negligible ar-
tifact, leading to a false recognition. While a similar ap-
proach to that in [19] has been introduced, it employs tem-
poral sinogram data, which include redundant input dimen-
sions. Moreover, its accuracy highly depends on its sam-
pling interval or range, while an actual time delay of target
response is generally unknown. Contrarily, our proposed
scheme can reduce the dimension of input vectors to the
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Fig. 1: Observation and breast configuration model. White
dots show the sampling position of a set of transmitter and
receiver (same position) at the circular curve being external
at breast. The malignant tumor is located in the center of
breast.

postCNN scheme by extracting complex-valued responses
in a dominant frequency range. Thus, the temporal informa-
tion stored in phase is preserved, and the equivalent signal-
to-noise ratio (SNR) is enhanced. Additionally, by focusing
on the continuity along the array rotation, the Fourier-based
up-sampled circular permutation (CP) scheme is introduced
to increase the volume of effective training data.

The main contributions of this study are summarized
below:

1. Frequency sinogram data are directly inputted to the
CNN-based cancer recognition scheme to avoid inter-
mediate imaging process.

2. Focusing on the rotating array observation model, the
up-sampled CP along the rotation axis is also intro-
duced to remarkably increase the amount of training
data.

3. Numerical tests using the MRI-derived realistic phan-
tom demonstrate that the CP data augmentation can
offer a higher recognition accuracy, and the fre-
quency sinogram has a superiority from the temporal
sinogram-based scheme, in terms of noise-robustness,
particularly in a lower SNR situation.

2. Method

2.1 Observation Model

Figure. 1 illustrates the observation model. Transmitter and
receiver elements are located at rT and rR, respectively,
which rotate along the center of the breast. s(rT, rR, t, θ)
denotes the back-scattered signals at each combination of
rT and rR with rotation angle θ. s(rT, rR, t, θ) includes the
reflections from skin, fat, fibroglandular, and cancerous tis-
sues, all of which have lossy and dispersive dielectric prop-
erties.

Fig. 2: Sampling examples for temporal and frequency scat-
tered data. Red dots denote the sampling points.

2.2 Convolutional Neural Network (CNN) Based Recog-
nition with Frequency Sinogram

This study introduces a cancer recognition method based on
backscattered data using a supervised DL approach, specif-
ically the CNN scheme. While numerous studies have ex-
plored DL-based cancer recognition, most of them require
a preprocessing imaging scheme, such as confocal imag-
ing. Contrarily, by focusing on a distinct feature of the DL
approach, cancer recognition could be directly judged by
the unprocessed backscattered datasets using multiple fre-
quency bins. To reduce the input dimension of the post-
DL process, we focus on frequency sinogram data, as fol-
lows. Here, temporal sinogram data ŝ(rT, rR, t, θ) are con-
verted into frequency sinogram data S(rT, rR, ω, θ) using
the 1D Fourier transform along t, where the skin surface
reflection is eliminated. Figure 2 illustrates the sampling
examples of temporal and frequency scattered data for gen-
erating input vectors for the post DL process. When deal-
ing with a discrete model, S(rTi , r

R
j , ωk, θl) is defined as

the scattered data assuming in the i-th transmitter, j-th re-
ceiver, k-th frequency bin, and l-th rotation angle. In this
case, since we assume a single transmitter and receiver, the
data S(rTi , r

R
j , ωk, θl) data can be transformed into the 2D

complex-valued input data as X , in terms of the frequency
ωk and the rotation angle θl as follows:

Xk,l ≡ S(rTi , r
R
j , ωk; θl), (k = 1, . . . ,K, l = 1, . . . , L)

(1)

Thus, X ∈ CK×L are input to the 2D CNN based classi-
fication network, where the real and imaginary parts of the
complex-valued data are associated with the red and green
image components of the CNN learning scheme with zero
components in the blue image. Furthermore, in the training
phase of the CNN, the output vector Y is defined as follows:

Y ≡
{

1 (w/ cancer)
0 (w/o cancer)

(2)

Notably, when inputting the test data, the output vector Y
would take a continuous value from 0 to 1. Moreover, we
set the threshold to Y as 0.5 to determine whether the input
vectors are assessed as a case with or without tumor, be-
cause both true positive and true negative rates are equally
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Fig. 3: The structure of the CNN and fully-connected NN model in the proposed method.

Fig. 4: Conceptual illustration of CP based data augmentation. The 2-D complex-valued input vector X is converted to
XCP(n) at each n.

important to achieve accurate cancer diagnosis. The actual
configuration of the CNN is illustrated in Fig. 3.

2.3 Data Augmentation along Rotation Angle

Furthermore, some training data are augmented by circular
permutation (CP) along rotation angle θ. Here, the n-th CP
augmented input vector XCP(n) ∈ CK×L is denoted as:

XCP
k,l (n) ≡ Xk,l′(n) (3)

l′(n) ≡ (l + n) mod L, (n = 1, . . . , N) (4)

where mod L denotes the modulo operator with L. We
call this data augmentation process as CP in the following
evaluation. Figure 4 shows the conceptual illustration denot-
ing the principle of CP based data augmentation. Notably,
while the size of input vector XCP

k,l (n) is the same as that
of X ∈ CK×L, the number of training samples becomes
the N -times larger than that when the CP process is not em-
ployed, which helps avoid an over-fitting in the optimization
process.

3. Results: Numerical Test

3.1 Numerical Setup

Here, the dispersive finite-difference time domain (FDTD)
method (cell size: 1 mm) is employed to generate scattered

data. A single set of transmitter and receiver elements is ro-
tated 360° with 40 samples, as shown in Figure 1. The trans-
mitted current forms a 5.06 GHz center and 3.45 GHz band-
width, which are approximately the same as those for the
actual UWB radar module in [5]. The frequency-dependent
dielectric properties of each breast tissue are modeled using
single-pole Debye models as ϵ̄(ω) = ϵ∞ + ϵs−ϵ∞

1+jωτ0
+ σ

jωϵ0
over the frequency range from 0.1 GHz to 5.5 GHz, as de-
scribed in [2]. Here, as the MRI-derived numerical phan-
tom of healthy women, a Class-2 “Scattered Fibroglandular”
breast phantom is used, as one of the most representative
categories among other classes, which is available from an
online repository in [21]. As many investigations suggested,
a cancerous tissue has 1.2 times greater complex permittiv-
ity than the highest value of fibroglandular tissue, which is
located in the center of the breast, with a size of 15 mm2.
Twenty different cross-sectional patterns are extracted from
the Class 2 phantom to generate the training and test data
sets. Notably, each pattern includes or does not include a
cancer cell in the center of the breast, that is, total 40 pat-
terns are investigated as presented in Fig. 5. The sampling
number of the rotation angle is 40 (L = 40), denoting 9 de-
gree spacing, from 0 degree to 351 degree. Moreover, both
the sampling number of the frequency or temporal data is
set to 40 (K = 40), and the range of each sampling is sum-
marized in Table 1. A perfect rejection of skin reflection
is assumed, for simplicity. The parameters in the CNN and
fully connected multi-layer perceptron (FC-MLP) structure
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(a) z = 10 mm (b) z = 16 mm (c) z = 22 mm (d) z = 28 mm (e) z = 34 mm

(f) z = 40 mm (g) z = 46 mm (h) z = 52 mm (i) z = 58 mm (j) z = 64 mm

Fig. 5: Data sets: Spatial profiles of Debye parameter ϵ∞ at the different cross-sectional image in Class 2.

(a) w/o cancer (b) w/ cancer

(c) Subtraction (a) from (b)

Fig. 6: Examples of the frequency sinogram data with and
without cancer tissue. (c) denotes the subtraction (a) from
(b), denoting only the response of cancer tissue.

Table 1: Sampling number and spacing in frequency and
temporal sinogram data.

Range Spacing
Temporal [0.085ns, 3.397ns] 0.085 ns
Frequency [1.840GHz, 6.326GHz] 0.115 GHz

as shown in Fig. 3. is summarized in Table 2.

3.2 Recognition Results

At first, Fig. 6 shows an example of frequency sinograms
(|S(rTi , rRj , ωk, θl)| ) with and without cancer tissues, for
the cross-sectional pattern at z = 3 mm, which are inputted
into the CNN learning process. Fig. 6-(c) shows the subtrac-
tion signal of the scattered data between with and without a
cancer case; that is, it only expresses a cancer response. As
illustrated in Fig. 6-(c), the cancer response is considerably

Table 2: Parameters in the CNN. SGDM stands for stochas-
tic gradient descent with a momentum.

Number of Convolutional layers 3
Number of neuron in FC-MLP (10,2)

Rate of Validation Data 0.1
Optimization algorithm SGDM

Initial learning rate 0.01

weaker than those of other clutters, e.g., scattered fibrog-
landular tissue, even in complete suppression from skin re-
flection, and its maximum response is approximately -20 dB
from that of the clutters. In other words, it is highly difficult
to discriminate cancer tissue from scattered fibroglandular
tissues only using scattered sinogram data.

Fig. 7-shows the boxplots of recognition accuracies us-
ing frequency and temporal sinograms, with or without the
CR based data augmentation, where the ”CP (N )” denotes
that the data augmentation rate is set to N in Eq. (4). No-
tably, for N = 120 or N = 160, we apply the Fourier based
interpolation processing along the rotation angle to decrease
the sampling interval of the rotation angle. Here, the leave-
one-out scheme is introduced to evaluate the recognition ac-
curacy (the average of true positive and true negative rates)
for 40 patterns, where a 10 % validation split is also intro-
duced in the training phase. Since the CNN optimization re-
sult is randomly changed by a random optimization scheme,
the 50 trials in the CNN optimizations are performed, and
their accuracies are averaged over the trial number (50).

The results in Fig. 7 show that the CP based data aug-
mentation approach can retain higher recognition accuracy
in both the frequency and temporal sinograms data exploita-
tion. This is because by increasing the amount of training
data along the rotation axis, the ambiguity of the differences
between the rotation angle and the existence of cancer cells
can be resolved. Notably, no significant differences are ob-
served by increasing N in the CP processing, because the in-
crease in N corresponds to the up-sampling process, which
interpolates the time or frequency data along the rotation
angle, θ, and primarily augment the dataset with similar in-
formation to the case of N = 40 (CP (40)). On the other
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(a) Frequency data

(b) Temporal data

Fig. 7: Boxplot of accuracy for without or with CR process,
where the number of samples N is changed.

hand, the CP process inherently increases the amount of in-
dependent data along the rotation axis, and this leads to a
distinct improvement in recognition accuracy compared to
the case without using the CP processing as shown in Fig. 7.
To discuss in the statistically quantitative analysis for these
results, Tables 3 and 4 present the p-values in two-sample
t-tests among possible combinations of ”w/o CP”, ”w/ CP
(40)”, ”w/ CP (120)”, and ”w/ CP (160)”. These tables
demonstrates the significant statistical superiority achieved
by using the CP process, where all the p-values are less than
0.05. Furthermore, while there are small variability among
the results in ”w/ CP (40)”, ”w/ CP (120)”, and ”w/ CP
(160)” in Fig. 7 due to the different number of training,
the p-values (> 0.1) shown in Tables 4 and 3 indicate no
statistically difference among these results. Additionally,
regarding the sampling number L of the rotation angle, a
certain number of samples would be required to obtain sig-
nificant responses from internal tissues, such as cancer or
fibro-glandular, which may vary depending on the observa-
tion angle. In contrast, when L increases, it generates higher
dimension data as input vectors, resulting in over-fitting is-
sue during the learning process. Therefore, in this study,
we empirically selected L = 40 to balance the number of
input dimensions and the above-mentioned variations along
the rotation angle.

Furthermore, to reveal the relationship between accu-
racy and the density of the breast, i.e., the dominant ratio

(a) w/o CP (b) w/ CP (40)

(c) w/ CP (120) (d) w/ CP (160)

Fig. 8: Scattered plot between recognition accuracy and
density of breast using frequency sinogram based CNN.

(a) w/o CP (b) w/ CP (40)

(c) w/ CP (120) (d) w/ CP (160)

Fig. 9: Scattered plot between recognition accuracy and
density of breast using temporal sinogram based CNN.

of fibroglandular tissues, Figures 8 and 9 show the scattered
plots of the accuracy against the density of fibro-glandular
tissues. Table 5 also presents the correlation coefficient be-
tween the accuracy and the density of the fibro-glandular
tissues. These figures indicate that there is a significant neg-
ative correlation between the fibroglandular density and the
recognition accuracy, in using any CR process (Fig. 8-(b),
(c), and (d). Fig. 9-(b), (c), and (d). ) These results clearly
indicate that clutter responses from fibroglandular tissues
would significantly affect the recognition performance, ad-
ditionally, the indicate that it is difficult to achieve high ac-
curacy in dense breast cases, such as Classes 3 or 4. No-
tably, the recognition accuracy when using the CP process
exhibits more variations in both the temporal and frequency
sinogram cases than those without using the CP process as in
Figs. 8 and 9. We consider that since the CP process can in-
crease the number of suitable training data to avoid ambigu-
ity in the rotation angle, it retains a more accurate recogni-
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(a) w/o cancer (b) w/ cancer (c) w/o cancer (d) w/ cancer

Fig. 10: Scattered responses in each SNR level. (a) and (b) : Temporal response. (c) and (d) : Frequency response. Blue line:
SNR = -10 dB. Red line : SNR = 0 dB. Cyan : SNR = 10 dB. Black : SNR = ∞.

Table 3: p-values in two-sample t-test in using frequency
sinogram data. The hypnosis is ”row ≥ column”.

w/ CP (40) w/ CP (120) w/ CP (160)
w/o CP 2.36× 10−4 5.71× 10−5 1.71× 10−4

w/ CP (40) - 0.348 0.275
w/ CP (120) - - 0.405

Table 4: p-values in two-sample t-test in using temporal
sinogram data. The hypnosis is ”row ≥ column”.

w/ CP (40) w/ CP (120) w/ CP (160)
w/o CP 8.33× 10−6 3.14× 10−8 1.01× 10−7

w/ CP (40) - 0.495 0.187
w/ CP (120) - - 0.1588

Table 5: Correlation coefficient between accuracy and the
density of fibroglandular.

w/o CR w/ CR
40 120 160

Correlation
coefficient -0.1617 -0.4135 -0.4601 -0.4917

tion performance in low-density breast tissues than in high-
density breast tissues. In contrast, the recognition accuracy
in high-density breast becomes lower because it is inher-
ently challenging to extract distinct responses from cancer-
ous tissues buried into densely distributed fibro-glandular.
Using the CP processes, the above-mentioned differences
can be clearly distinguished, possibly leading to more vari-
ations in the recognition accuracy.

3.3 Sensitivity to Additive Noise

This section describes the sensitivity study to additive noise.
Here, the additive white Gaussian noise (AWGN) is added
to the scattered data s(rT, rR, t, θ) in the time domain. The
signal-to-noise ratio (SNR) is defined as the ratio of the
maximum signal power to the noise power, where the skin
surface reflection components are completely eliminated,
i.e., only the scattered component from the inner tissues, e.g.
fibro-glandular or cancer tissues. Here, we investigate the
four different SNR scenarios: as -10 dB, 0 dB, 10 dB, and 20
dB. Figures 10 show the temporal and frequency responses
at each SNR level. As shown in Fig. 10, particularly at
SNR = -10 dB, while the temporal signal considerably suf-
fers from a random noise component, the frequency signal

could retain a certain level of SNR, particularly around the
center frequency. This is because the AWGN has a relatively
wider frequency response, and the bandpass filtering effect
around the available frequency range enhance the equivalent
SNR. Figure 11 also shows the boxplots of the recognition
accuracy at each SNR level for both the temporal and fre-
quency sinogram approaches. This figure shows that there
are no significant differences among the 20 dB, 10 dB, and
0 dB SNR levels, with or without the CR process. However,
for the -10 dB SNR, the accuracy of the temporal sinogram
data is considerably lower than those for the frequency sino-
gram, regardless of using the CR process. In addition, Table
6 and 7 present the p-values in two-sample t-tests regard-
ing the SNR level for the frequency and temporal sinogram
based approaches, respectively. While Table 6 in using the
frequency sinogram, indicates that there are no significant
statistical superiorities at the -10 dB SNR level compared
with other higher SNR levels (p ≥ 0.1), Table 6 with the
temporal sinogram, demonstrates that statistical superiority
at the higher SNR is observed compared with that at -10 dB
SNR level (p ≤ 0.1). Thus, these statistical analyses val-
idate the significant advantage of the frequency sinogram-
based CNN over the temporal one, regarding random noise
robustness. Notably, noise robustness is one of the most
critical factors to consider in practical applications because
the breast media are highly lossy, and the SNR level would
often be considerably low (under 0 dB). Correspondingly,
our proposed scheme would be highly effective in practical
applications when temporal data introduced, as in [19].

3.4 Further Discussions

This study investigates the numerical simulation based per-
formance evaluation, using a realistic breast phantom, where
a skin surface reflection has been completely eliminated.
However, in a realistic or experimental scenario, the above
skin reflection could not be completely suppressed, which
incurs an incorrect identification of cancer tissue, because
skin reflection is much larger than that from inner tissue.
Several skin reflection suppression schemes, such as the
finite-response filter [7], the two-step approach, [5] and the
fractional derivative model [20], are available in the litera-
ture. Although those approaches do not require any prior
knowledge of the dielectric properties of each tissue, i.e.,
skin, adipose, or fibro-glandular, they achieve accurate skin-
reflection suppression using appropriate signal processing
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(a) SNR=20 dB (b) SNR=10 dB (c) SNR=0 dB (d) SNR=-10 dB

(e) SNR=20 dB (f) SNR=10 dB (g) SNR=0 dB (h) SNR=-10 dB

Fig. 11: Boxplot of accuracy for without or with CR process, where the number of samples N is changed in each SNR level.
1st row: Frequency data. 2nd row: Temporal data.

Table 6: p-values in two-sample t-test in terms of SNR level,
in frequency data based CNN recognition at the case of w/
CP (40). The hypnosis is ”row ≥ column”.

0 dB 10 dB 20 dB
-10 dB 0.1753 0.2918 0.2625
0 dB - 0.6480 0.6184

10 dB - - 0.4675

in conjunction with some optimization. Specifically, in our
previous study [20] we introduced a fractional derivative
based skin reflection suppression scheme. Notably, the skin
surface reflection waveform depends on the distance be-
tween the element and the skin surface, the skin surface
shape, and its dielectric property, we demonstrated that the
fractional derivative based waveform model can accurately
compensate for the above-mentioned waveform deforma-
tion by optimizing the parameters used for the fractional
derivative, which has been validated in [20]. Thus, by com-
bining the above scheme, our proposed scheme presented in
this study can be applied in an experimental or realistic case.

In addition, while the recognition accuracy is around
80 %, there is possibility to enhance this accuracy by in-
creasing the training data. For increasing the training data,
we can also introduce the different size, shape or location
of the cancer tissue, and it is our important future work.
Nonetheless, in the machine learning scheme, it is important
to reduce the input dimension, and our proposed scheme as
frequency sinogram can effectively reduce the input dimen-
sion with enhanced SNR, compared with the existing tem-
poral sinogram based recognition scheme.

4. Conclusion

Herein, we presented a backscattered signal-based breast
cancer recognition scheme using CNN learning for mi-
crowave breast cancer screening. In our method, the fre-

Table 7: p-values in two-sample t-test in terms of SNR level,
in temporal data based CNN recognition at the case of w/ CP
(40). The hypnosis is ”row ≥ column”.

0 dB 10 dB 20 dB
-10 dB 0.0581 0.0008 0.0095
0 dB - 0.0418 0.1838
10 dB - - 0.7738

quency or temporal sinogram data are directly inputted to
the CNN and FC-MLP neural network recognition model,
which can avoid the imaging errors that limit radar or to-
mographic approaches. Additionally, by introducing data
augmentation along the rotation axis, the proposed method
retains high-accuracy recognition even with using a small
amount of training data. The frequency-dependent FDTD
numerical simulation, using the MRI-derived phantom,
demonstrated that our CP data augmentation significantly
enhanced the recognition accuracy, highly associated with
the density of a fibroglandular tissue. Moreover, com-
pared with the existing temporal sinogram approach, the
frequency sinogram-based recognition offered a more noise-
robust feature, attributed to the Fourier-coherent integration
effect. In an ongoing study, we are investigating the applica-
tion of our scheme to clinical data sets, where effective skin
reflection suppression, as in [20], would be implemented to
retain a high recognition accuracy.
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